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Components of spatial analysis

Spatial data analysis
Finding interesting patterns

Visualization
Showing the patterns

Spatial data modelling
Explaining the patterns and 
predicting

Spatial analysis is more than asking questions ?????
WHERE?

WHAT?

WHY?

WHAT IF?
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What is the state or condition of a 
particular geographic space 

What are the probable causes of the state

(cause & effect relationships)

Possible  interrelationships among spatial 
features or phenomenon

What the state will possibly be like in 
future?
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“ Everything Is Related To Everything Else, But 

Near Things Are More Related Than Distant 

Things”

- Tobler’s First Law Of Geography (Tobler, 1970)

PATTERN ANALYSIS

Analyzing spatial distribution of  phenomenon
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PATTERN ANALYSIS…….

Pattern analysis refers to the use of quantitative methods for describing 
and analysing the distribution pattern of spatial features

GENERAL LOCAL

Reveals if  a distribution 
pattern is random, dispersed 

or clustered

Focus on whether or not the 
features form a pattern in the 
study area..identification & 

quantification

Detects the presence of local 
clusters of high or low values

Focus on individual features 
and their relationship with 

nearby features
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PATTERN ANALYSIS…….

Knowing a pattern is useful if you need to…

 Better understand a geographic phenomenon

 Monitor conditions on the ground

 Compare patterns of different phenomenon, features or 

areas

 Track changes
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PATTERN ANALYSIS…….

Two ways of identifying patterns:

1. Display features or values on the map

2. Use statistics to measure the extent to which features 
or values are clustered, dispersed or random – allows 
comparison across space or time

Use of statistics to measure patterns is more accurate 
than mere looking at a map, because…

On a thematic map the number of classes, the class 
ranges, classification method…all affect whether there 
appears a pattern or not
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IMPACT OF CLASS DEFINITIONS ON SPATIAL PATTERNS IN THEMATIC 
MAP 

RURAL LITERACY IN RAJASTHAN -2011

5 classes 
equal interval

10 classes 
equal interval

5 classes 
Natural breaks

3 classes 
Custom breaks
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STATISTICAL TOOLS  FOR  PATTERN  ANALYSIS…….

Global statistical tools fall into two categories

Feature 
Based

Attribute 
based

Measures the pattern formed by 
discrete features – points, lines 
and non-contiguous polygons 

Feature location based

1. Quadrat analysis

2. Nearest neighbor index

3. K- function

Used for analyzing contiguous areas 
such as census tracts.

Measure the pattern formed by 
attribute values associated with 
features. 

1. Joint count statistic (Categorical 

data)

2. Geary’s c (Continuous data)

3. Moran’s I (Continuous data)
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STATISTICAL PATTERN ANALYSIS……. THE 
PROCESS

 Compute relevant statistical parameter  for observed 
distribution – index

 Compare actual distribution to a hypothetical random 
distribution of the same number of features over the same 
area

 Analyse the extent to which observed distribution deviates 
from the random distribution. This indicates the extent to 
which the pattern is more clustered or more dispersed than 
the random distribution

 Use statistical inference to confirm the significance of results 
and strength of the pattern (clustering or dispersal)

 Calculate the probability that pattern is not simply due to 
chance
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TESTING STATISTICAL SIGNIFICANCE

Am I certain that my conclusions about the 
pattern or relationship are correct????

1. Significance tests give us the probability that what a statistic
is telling you is true

2. Probability is a measure of chance..what is the role of chance
on the outcome of the analysis?
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HYPOTHESIS TESTING

 What do you understand by “ Hypothesis” ?

THE OBSERVATIONS OR BELIEFS ARE STATED AS A HYPOTHESIS

A proposition whose truth and falsity is capable of being 
tested

 Hypothesis testing is a fundamental way in  which 
inferences about a population are made from a sample 

 Assessing - do the sample characteristics provide a 
precise estimate of the population  characteristics????
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HYPOTHESIS TESTING

 Its human to favour any patterns or relationships one sees or 
expects to see

 To maintain impartiality, we set out to prove the opposite – the 
so called NULL HYPOTHESIS

 Our initial hypothesis is called the ALTERNATIVE 
HYPOTHESIS

 Significance tests help us to decide whether we should or 
should not reject the null hypothesis
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 In this course there is a possibility of two kinds of 
errors

Type 1 Error

Likelihood of 

rejecting a true 

hypothesis

Type 2 Error

Likelihood of 

accepting a false 

hypothesis

Likelihood of making Type 1 Error is denoted by ‘α’ and is 
referred to as significance level
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HYPOTHESIS TESTING
 In order to decide whether to reject a Null Hypothesis, we first decide the risk 

we are willing to accept for being wrong..i.e. erroneously rejecting the null 

hypothesis

 This degree of risk..often referred to as the confidence level (or significance 

level) is expressed as a probability ranging from 0 to 1.

 The desired level of confidence is compared with an observed level of 

confidence to decide whether or not to reject the null hypothesis

 The observed level of confidence…known as the p-value, is calculated using 

the sample data

 Thus characteristics of the sample (size and randomness) affect the observed 

level of confidence
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CONFIDENCE LEVELS

 Most common confidence levels for statistical tests are 0.10, 

0.05  & 0.01

 If study could be repeated 100 times, each time with a 

different sample, probabilities indicate that at 0.05 

confidence level 95 out of 100 studies would yield the same 

result.

 In other words 5 out of 100 would likely to yield erroneous 

results due to sampling error
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TESTING STATISTICAL SIGNIFICANCE

 Each statistical tool has an appropriate significance test 

 The test provides a statistic that represents the p-value

 The desired confidence level has a corresponding critical value 
(which depends on specific test)

 If the value of test statistic exceeds the critical value, you reject 
the null hypothesis

 THE RESULTS OF  YOUR ANALYSIS ARE SAID  TO  BE STATISTICALLY 

SIGNIFICANT AT  THE  SPECIFIED CONFIDENCE LEVEL
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TESTING STATISTICAL SIGNIFICANCE
 Most spatial statistics tools calculate a test statistics 

at the same time they calculate the initial statistic and 
report both.

 Many of the tools calculate a Z-score

Confidence 
level

Z-score 
critical 
values

Area under 
the curve

0.01 ± 2.58 99 %

0.05 ± 1.96 95 %

0.10 ± 1.65 68 %

0.20 ± 1.28

The critical value for the 

Z-score at the 

confidence level of 0.05 

is 1.96. If z-score is 

within the range -1.96 

and +1.96, the null 

hypothesis cannot be 

rejected. If it falls 

outside the range, you 

can reject the null 

hypothesis
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Very high or a very low Z scores are found in the tails of the normal distribution. From

the graph above, it is evident that the probabilities in the tails of the distribution are

very low. When you perform a feature pattern analysis and it yields either a very high

or a very low Z Score, this indicates it is very UNLIKELY that the observed

pattern is some version of the theoretical spatial pattern represented by your null

hypothesis.

-1.96 SD +1.96 SD
95% area

Rejection region
There is 5% chance 
that you’d be wrong to 
reject the null 
hypothesis

Prof. Seema Jalan



Using significance tests with spatial data

 Each statistical tool has an appropriate significance test 

 The test provides a statistic that represents the p-value

 The desired confidence level has a corresponding critical 
value (which depends on specific test)

 If the value of test statistic exceeds the critical value, you 
reject the null hypothesis

 THE RESULTS OF YOUR ANALYSIS ARE SAID TO BE STATISTICALLY 

SIGNIFICANT AT THE SPECIFIED CONFIDENCE LEVEL
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NEAREST NEIGHBOUR ANALYSIS –
POINT PATTERN ANALYSIS

 Spatial patterns are indicative of causal processes which may
be important indicators of physical and socio-economic
processes at work.

 Spatial patterns may be Regular or Irregular. Each type may be
further divided as Clustered, Random and Anticlustered
(Dispersed).

THE MAIN CONCERN IS WITH THE LOCATIONAL CHARACTERISTICS OF THE 
POINTS RATHER THAN THEIR ATTRIBUTES
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 Makes use of the distance measurement between each point and its closest
neighboring point in a layer in determining if the point pattern is random,
regular or clustered.

THE MECHANISM

The distance between each feature centroid and its nearest neighbor’s
centroid location is measured.

All nearest neighbor distances are averaged- Observed distance -d obs

Expected mean distance is calculated which is the mean distance for a
hypothetical random distribution (with the same number of features covering
the same total area) – Expected distance – dexp

The nearest neighbor statistic is the ratio (R) of d obs and dexp

R = d obs/ dexp

Nearest Neighbor Analysis…..
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A B

C
G

F

DE

A B C D E F G

A 998 2117 2494 3538 3858 4267

B 988 1725 3348 4308 4004 3601

C 2117 1725 2804 4034 2567 2309

D 2494 3348 2804 1196 2510 4897

E 3538 4308 4034 1196 3277 6034

F 3858 4004 2567 2510 3277 3433

G 4267 3601 2309 4897 6034 3433

Calculation of Observed Mean Distance
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A B

C
G

F

DE

Calculation of Observed Mean Distance

GIS calculates the distance from each feature to all 

other features in the set

Then it finds the shortest distance – nearest 

neighbor

Adds the distances between each pair of nearest 

neighbor

Divides by number of features in the set to get the 

mean distance
Observed mean distance

Measure the distance to each 
feature’s nearest neighbor, and sum 
the distances…

…then divide by total number of 
features
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Calculation of Expected Mean Distance

Expected mean distance
For a random distribution

… divide 0.5 by square root of total 
number of features divided by the 
area

500 ft

4
50

 ft

N = 50

=  33.56 ft
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Calculation of INDEX

 GIS subtracts the expected mean distance from the observed
mean distance

d = do – de

 If the observed and expected means are equal, the difference is

zero

 If expected mean is greater than the observed mean, difference
will be negative, observed distribution is clustered

 If expected mean is less than the observed mean, the difference
will be greater than zero (positive), then the observed
distribution is dispersed
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 Alternatively, ratio between the two mean distances is calculated
r = do / de

 If the means are the same, the ratio is 1 and observed distribution is
RANDOM

 If expected mean is greater than observed mean, R < 1 , pattern exhibits
clustering. The closer the index to zero, the more clustered the
pattern

 If R > 1, i.e., expected mean is less than the observed mean, pattern
indicates dispersion

Nearest Neighbor Analysis….. INTERPRETATION

DIFFERENCE RATIO PATTERN
d<0 r<1 Clustered

0 1 Random

d>0 r>1 Dispersed
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 The analysis also produces a Z-Score which indicates the likelihood that the
pattern could be the result of a random chance

 Null hypothesis states that there is no pattern…. points are randomly
distributed

 The critical Z score values when using a 95% confidence level are -1.96 and
+1.96 standard deviations.

 If your Z score is between -1.96 and +1.96 you cannot reject your null
hypothesis; the pattern exhibited is a pattern that could very likely be one
version of a random pattern.

 If the Z score falls outside that range(for example -2.5 or +5.4), it is possible
to reject the null hypothesis and proceed with figuring out what might be
causing either the statistically significant clustered or statistically significant
dispersed pattern.

Nearest Neighbor Analysis….. INTERPRETATION
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Very high or a very low Z scores are found in the tails of the normal distribution. From
the graph above, it is evident that the probabilities in the tails of the distribution are
very low. When you perform a feature pattern analysis and it yields either a very high
or a very low Z Score, this indicates it is very UNLIKELY that the observed
pattern is some version of the theoretical spatial pattern represented by your null
hypothesis.
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 Although this tool will work with polygon or line data, it is really only appropriate for
event, incident, or other fixed-point feature data. For line and polygon features,
feature centroids are used in the computations.

 The equations used to calculate the Average Nearest Neighbor Distance Index and
Z score are based on the assumption that the points being measured are free to
locate anywhere within the study area (for example, there are no barriers, and all
cases or features are located independently of one another).

 The index and Z score for this statistic are sensitive to changes in the study area

 The nearest neighbor function is very sensitive to the area value (small changes in
the area can result in considerable changes in the results).

 If an area value is not specified, then the area of the minimum enclosing rectangle
around the features is used.

 The units of the area parameter are the input feature class' coordinate system's
units squared.

 Distance calculations are based on either Euclidean or Manhattan distance and
require projected data to accurately measure distances

Nearest Neighbor Analysis….. CONSIDERATIONS

Prof. Seema Jalan



Example: Nearest Neighbor Analysis of Deer locations 
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 Analysis of settlement patterns

 Evaluate competition or territory

 Quantify and compare patterns in distributions for a variety of plant or
animal species

This statistic is most appropriate when the study area is fixed: 

comparing average nearest neighbor distances for different 

types of retail stores within a particular county or comparing a 

single type of retail for a fixed study area over time. 

Nearest Neighbor Analysis….. APPLICATIONS

Prof. Seema Jalan



SPATIAL AUTOCORRELATION

SPATIAL AUTOCORRELATION refers to the fact that data
from locations near one another in space are more likely to be
similar than data from locations remote from one another

Deals with both the attributes and location of spatial features

Measures the relationship among spatial objects and their neighbors
(Cliff and Ord, 1973)

Indicates whether adjacent or neighboring values in geo-spatial data vary
together? If so. HOW???

The derived statistic makes it possible to measure interdependence in a
spatial distribution and to use formal statistical methods to test
hypothesis about spatial interdependence

Same spatial pattern at different scales may produce different 
spatial auto-correlation results
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TYPES OF SPATIAL AUTOCORRELATION

Positive

Random

Negative

POSITIVE:  
When spatial 
objects with 
similar values 
vary/ cluster 
together

RANDOM: No 
pattern of 
clustering

NEGATIVE: 
Even 
distribution 
over a large 
geo-spatial 
space
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Relationship is described as

highly correlated (Clustered) when like values are spatially close to
each other

Random or independent (Dispersed) when no pattern can be
discerned from the arrangement of values
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METHODS OF MEASURING SPATIAL 
AUTOCORRELATION

JOINT COUNT STATISTICS –NOMINAL DATA

GEARY’S INDEX (c) – GEARY (1968)

MORAN’S INDEX (I) – MORAN (1948)
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FINDING PATTERNS FOR 
FEATURES HAVING 

CONTINUOUS VALUES

Geary’s c
Moran’s I

Getis Ord General G
Use the magnitude of feature values to identify 
and measure the strength of spatial patterns
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Measuring similarity of nearby features (Ratio/ Interval data)

Geary’s contiguity ratio or Geary’s c Developed by Economist and
Statistician Robert Geary in early 1950s

Moran’s Index or Moran’s I developed by Australian Statistician Patrick
Moran in late 1940s

 The methods are used for features having interval or ratio values

 The analysis compares the attribute values between neighbouring features
to the distribution of values for the dataset as a whole.

 Geary’s C uses difference in values between any two neighbouring features

 Moran’s I compares the value of each feature in a pair to the mean value of
each dataset

 For both methods, if the difference in values of nearby features is less than
the difference in values among all features…like values are clustered

THE METHODS ONLY INDICATE WHETHER SIMILAR VALUES OCCUR 
TOGETHER

NOT THAT THESE CLUSTERS ARE COMPOSED OF HIGH OR LOW VALUES
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GEARY’S INDEX…How does GIS do it?

 Calculates the difference in values between the target feature and 
each of its neighbours

 Neighbourhood is defined based on adjacency, a set distance, or 
the distance of all features in the dataset

 GIS starts with one feature and subtracts the value of a 
neighbouring feature from the value of the original, or target, 
feature

 GIS only wants to find out how large the difference is.. Not whether 
it is positive or negative..hence it squares the difference to make 
sure its positive

 It then multiplies the difference by the weight value (as per 
neighbourhood we defined)

 The process is repeated for the target feature with all other 
features in the study area
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GEARY’S INDEX…How does GIS do it?

 It then moves to the next feature and does the same thing

 The results are summed as it goes on

 It then sums the weights for each pair of features, multiplies 
by 2, and multiplies the variance of distribution by it

 Finally it divides this value into the initial value it calculated 
(sum of weighted difference in values) to get the C-ratio.

What have we done?

We have compared the sum of differences in attribute values 
between any two features within the neighbourhood to the sum  

of the differences for the dataset as a whole
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GEARY’S INDEX…
Developed as a measure of spatial autocorrelation for area objects 
with interval attributes

Suitable measure for use in the analysis of data aggregated by 
statistical reporting zones ( e.g. census tracts)

where (A measure of similarity in attributes)

is the value of attribute of interest for object i

is the value of attribute of interest for object j

(A measure of locational similarity/ spatial proximity/ 
degree of adjacency of locations of i & j)
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=  1 if  i & j  share a common boundary

= 0 otherwise

Variance of the attribute z values

where

• Value of c will be largest when large values of wij coincide with large values of cij

• C=1 indicates no spatial autocorrelation

• C<1 indicates positive spatial autocorrelation ( similar attributes coincide with 
similar locations

• C>1 indicates negative spatial autocorrelation, attributes & locations are dissimilar 
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MORAN’S  index (I)
 More logical than Geary’s Index: Positive values imply positive spatial

autocorrelation, Negative values implying dissimilarity and a zero value indicating
uncorrelated, random arrangement of attribute values

 Given a set of features and an associated attribute, it evaluates whether the pattern
expressed is clustered, dispersed, or random.

 The tool calculates the Moran's I Index value and a Z score evaluating the significance
of the index value.

cij  is measure of attribute similarity

is measure of  spatial proximity

cij = ( zi – zm) (zj-zm)
zi = value of the attribute of interest for object i

zj = value of the attribute of interest for object j

zm = mean of  attribute of interest

s2 = sample variance
n = number of points
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For point objects : compute distance between pairs of points and use inverse
distance weighting to compute similarity

wij = 1/ dij OR 1/ dij
2

For line objects: If the lines represent links between nodes that have
attributes cij will measure the attributes of each pair of nodes while wij will

measure the links between them. If links carry attributes wij will measure
proximity between two links (feature centroid) and cij will measure attribute
similarity between the links.

For Area objects: wij measures adjacency between two locations.

wij = 1 if i & j share a common boundary

wij = 0 if otherwise.

Prof. Seema Jalan



MORAN’S I index……INTERPRETATION

Values are anchored at the expected value E(I) for a random 
pattern

E (I)= -1/( N-1)

E(I) approaches zero when no. of values is large

Moran’s I is close to E (I) if pattern is random

Moran’s I is greater than E (I) if adjacent points tend to have similar 
values (i.e. spatially correlated)

Moran’s I is less than E (I) if adjacent points tend to have different values 
(i.e. are not spatially correlated)
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MORAN’S I index……INTERPRETATION
A positive Moran's Index value indicates clustering

An negative index value indicates dispersion.

The Global Moran's I function also calculate a Z score value that
indicates whether or not we can reject the null hypothesis. Z score
indicates statistical significance at the specified level of
confidence.

The null hypothesis states "there is no spatial clustering of the
values".

To determine if the Z score is statistically significant, compare it
to the range of values for a particular confidence level. For
example, at a significance level of 0.05, a z score would have to be
less than –1.96 or greater than 1.96 to be statistically significant.

When the Z score is large (or small) enough to such that it falls
outside of the desired significance, the null hypothesis can be
rejected.

When the null hypothesis is rejected, the next step is to inspect
the value of the Moran's I Index. If the value is greater than 0,
the set of features exhibits a clustered pattern. If the value is
less than 0, the set of features exhibits a dispersed pattern.
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 Spatial autocorrelation is affected by the scale of spatial pattern. Same
pattern at different scales may produce different results (Modifiable
Areal Unit Problem).

 The input field you select should only contain positive numeric values.
Negative weights will be converted to zero for the calculations.

 The values in the input field should have at least some variation. The
statistic will not compute if the values have no variation (if they are all
one value).

 Calculations are based on either Euclidean or Manhattan distance and
require projected data to accurately measure distances.

 The units of the "Distance Band or Threshold Distance" parameter are
the units of the input feature class' coordinate system.

MORAN’S I index……CONSIDERATIONS
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 Determine the feasibility of using a particular statistical method
(for example, linear regression analysis and many other statistical
techniques require independent observations)

 Help identify an appropriate neighborhood distance for a variety of
spatial analysis methods. For example, find the distance where
spatial autocorrelation is strongest.

 Measure broad trends in ethnic or racial segregation over time—is
segregation increasing or decreasing.

 Summarize the diffusion of an idea, disease or trend over space and
time—is the idea, disease, or trend remaining isolated and
concentrated or spreading and becoming more diffuse.

MORAN’S I index……APPLICATIONS
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MORAN’S  index (I)

 More logical than Geary’s Index: Positive values imply positive

spatial autocorrelation, Negative values implying dissimilarity

and a zero value indicating uncorrelated, random arrangement

of attribute values

 Given a set of features and an associated attribute, it evaluates

whether the pattern expressed is clustered, dispersed, or

random.

 The tool calculates the Moran's I Index value and a Z score

evaluating the significance of the index value.
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cij  is measure of attribute similarity

is measure of  spatial proximity

cij = ( zi – zm) (zj-zm)
zi = value of the attribute of interest for object i

zj = value of the attribute of interest for object j

zm = mean of  attribute of interest

s2 = sample variance
n = number of points

1. For each pair of features GIS subtracts the value of each feature from 
the mean value for all the features in the study area. Then multiplies them 
to get the Cross Product (Cij). 

2. Cij is multiplied by the weight (Wij) for that pair, and added to the sum 
for all features

3. The process is repeated for all the features of the study area and results 
are summed
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cij  is measure of attribute similarity

is measure of  spatial proximity

cij = ( zi – zm) (zj-zm)
zi = value of the attribute of interest for object i

zj = value of the attribute of interest for object j

zm = mean of  attribute of interest

s2 = sample variance
n = number of points

4. GIS then calculates the variance from the mean value for all the 

features in the study area, sums the weights for each pair of features, 

and multiplies the variance by this sum.

5. The sum of weighted cross products is divided by the product of sum of 

weights and variance to get the Ratio (I)

M
O
R
A
N’
S

(I)
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For point objects : compute distance between pairs of points and use inverse
distance weighting to compute similarity

wij = 1/ dij OR 1/ dij
2

For line objects: If the lines represent links between nodes that have
attributes cij will measure the attributes of each pair of nodes while wij will

measure the links between them. If links carry attributes wij will measure
proximity between two links (feature centroid) and cij will measure attribute
similarity between the links.

For Area objects: wij measures adjacency between two locations.

wij = 1 if i & j share a common boundary

wij = 0 if otherwise.
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MORAN’S I index……INTERPRETATION

Values are anchored at the expected value E(I) for a random 
pattern

E (I)= -1/( N-1)

E(I) approaches zero when no. of values is large

Moran’s I is close to E (I) if pattern is random

Moran’s I is greater than E (I) if adjacent points tend to have similar 
values (i.e. spatially correlated)

Moran’s I is less than E (I) if adjacent points tend to have different values 
(i.e. are not spatially correlated)
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1. A High Cij (+VE )indicates nearby features 

have similar values ( I > 0) 

2. A Low Cij (- VE) indicates nearby features 

have dissimilar values (I < 0)

• If both neighbouring values are higher than mean, the cross product will be positive and high 

• If both neighbouring values are lower than mean, the cross product will be positive and high

THUS OVERALL SUM IS POSITIVE – CLUSTERED (SIMILAR VALUES FOUND TOGETHER)

If one value in the pair is higher and the other is lower than the mean, the product is negative.

LARGER NUMBER OF DISSIMILAR PAIRS  - OVERALL SUM IS NEGATIVE – DISPERSED

(High and Low values are interspersed)

• If there are roughly as many pairs with positive CPs as there are with negative CPs, the summation 

result will be close to zero - RANDOM
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MORAN’S I index……HOW TO INTERPRET ??

A positive Moran's Index value indicates clustering

An negative index value indicates dispersion.

The Global Moran's I function also calculates a Z score value which indicates statistical significance

at the specified level of confidence.

The null hypothesis states "there is no spatial clustering of the values".

To determine if the Z score is statistically significant, compare it to the range of values for a

particular confidence level. For example, at a significance level of 0.05, a z score would have to be

less than –1.96 or greater than 1.96 to be statistically significant.

When the Z score is large (or small) enough to such that it falls outside of the desired significance,

the null hypothesis can be rejected.

When the null hypothesis is rejected, the next step is to inspect the value of the Moran's I Index. If

the value is greater than 0, the set of features exhibits a clustered pattern. If the value is less than

0, the set of features exhibits a dispersed pattern.
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The ArcGIS Spatial Statistics Tool Box
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EXAMPLE
Is the SC Population in Dausa district clustered? 

Yes, the SC population is clustered at 0.05 level of significance.
There is 5 % likelihood that this result may be due to random chance
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EXAMPLE
Is the ST Population in Dausa district more 
clustered than SC Population? 

Yes, the ST population is clustered at 0.001 level of significance. 
The clustering is higher than that of SC population
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 Spatial autocorrelation is affected by the scale of spatial pattern. Same pattern at
different scales may produce different results (Modifiable Areal Unit Problem).

 The index is sensitive to the number of features and extent of study area

 The input field you select should only contain positive numeric values. Negative weights
will be converted to zero for the calculations.

 The values in the input field should have at least some variation. The statistic will not
compute if the values have no variation (if they are all one value).

 Calculations are based on either Euclidean or Manhattan distance and require projected
data to accurately measure distances.

 The units of the "Distance Band or Threshold Distance" parameter are the units of the
input feature class' coordinate system.

MORAN’S I index……CONSIDERATIONS
Moran’s I only measures whether similar/dissimilar values occur together – NOT whether the 

clusters are composed of high or low values
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 Determine the feasibility of using a particular statistical method (for
example, linear regression analysis and many other statistical techniques
require independent observations)

 Help identify an appropriate neighborhood distance for a variety of
spatial analysis methods. For example, find the distance where spatial
autocorrelation is strongest.

 Measure broad trends in ethnic or racial segregation over time—is
segregation increasing or decreasing.

 Summarize the diffusion of an idea, disease or trend over space and
time—is the idea, disease, or trend remaining isolated and concentrated
or spreading and becoming more diffuse.

MORAN’S I index……APPLICATIONS
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G-STATISTIC  FOR  MEASURING  HIGH /  LOW CLUSTERING

 The G-statistic indicates whether clusters of high values (Hot Spots) or clusters of low 

values (Cold Spots) exist in the study area.

 However it does not show where the concentration of values is

 Makes it possible to assess the spatial association of a variable within a particular distance 

of each observation – based on neighborhood you specify

 Feature pairs for which the neighbouring feature is within the distance of the target 

feature are assigned a weight of 1, all other pairs are assigned a weight of zero

 It is a multiplicative measure

SEPERATES CLUSTERS OF HIGH VALUES FROM CLUSTERS OF LOW VALUES (Getis and Ord 1992) 
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The General G tool calculates the value of the General G statistic 
and associated Z score for a given input feature class. 

∑ ∑ wij (d) xixj

G (d)= ________________      i ≠ j
∑ ∑ xixj

G (d) = General G statistic  based on a specified distance
x i = Value at location i
xj = Value at location  j  if j is within d  of i
wij (d)=          Spatial weight  based on some weighted distance (e.g.    

inverse distance)

THE MECHANISM
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∑ ∑ wij (d) xixj

G (d)= ________________      i ≠ j
∑ ∑ xixj

 GIS multiplies the attribute values for the first feature pair, then multiplies this product 

by the weight ( 1 if features are neighbors; 0 if they are not)

 It does the same for all other pairs of features in the dataset and sums the results

 For pairs where the distance is greater than the specified distance, the value ends up 

being zero

 Finally sum is divided by unweighted sum of the products of all feature pairs in the 

dataset

THE MECHANISM
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∑ ∑ wij (d) xixj

G (d)obs  = ________________      i ≠ j
∑ ∑ xixj

 If the pairs within the distance have relatively high values, the numerator will be larger, 

hence G will be larger

 If the pairs within the distance have relatively low values, the numerator, hence value of 

G – will be smaller

 G is a relative value. You don’t really know what a large or small value means unless you 

compare it to the expected G- Statistic for a random distribution at the distance you 

specified

 You have to check whether the distribution of values is significantly different from a 

random distribution?

Interpretation
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The expected value of G(d) is
∑ ∑ wij (d) 

G (d)e  =   ___________
n (n-1)

E (G) is a typically small value when n is large.

A high G (d) value suggests a clustering of high values

A low G (d) value suggests a clustering of low values

A Z score is computed for a G(d) to evaluate its statistical significance.

THE NULL HYPOTHESIS STATES "THERE IS NO SPATIAL CLUSTERING".

A Z score near zero indicates no apparent clustering within the study area.

A positive Z score indicates clustering of high values [G(d) o > G(d)e ]

A negative Z score indicates clustering of low values [G(d)o < G(d)e ]

The higher (or lower) the Z score, the stronger the intensity of the clustering.

The expected value of G-Statistic at 

the given distance is what the value of 

G would be were there no particular 

concentration of high or low values

GIS tests whether 

the observed value 

of G is significantly 

different than 

expected G at a 

given confidence 

level

SD of 
G(d)e  
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G-statistic …CONSIDERATIONS

The input field you select should only contain positive numeric values. Negative
weights will be converted to zero for the calculations.

The values in the input field should have at least some variation. The statistic
will not compute if the values have no variation (if they are all one value).

For line and polygon features, feature centroids are used in computations

Calculations are based on either Euclidean or Manhattan distance and require
projected data to accurately measure distances.

Definition of distance/ neighbourhood influences the results

Results also depend on range of values of features. If there are one or few
very high values – relative to the mean value of the dataset – the G statistic
may show concentration of high values- even if there are more features of low
values near each other
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G -Statistic
Is the SC Population in Dausa district exist 
in clusters of high and low values?

High values of SC population are clustered . The results are significant at 0.05 
level of significance. There is 5 % likelihood that this result may be due to 
random chance
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G - STATISTIC
Is the ST Population in Dausa district more 
clustered than SC Population? 

Yes, the ST population is more clustered at 
0.001 level of significance. The clustering is 
higher than that of SC population. Hot spots of 
ST population exist in the district.
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The distance used for analysis should be based on your understanding of spatial

interaction among the features being analyzed. Spatial relationships between features

may be conceptualized in the following ways

Inverse Distance—The impact of one feature on another feature decreases with

distance. All features impact or influence all other features, but the farther away

something is, the smaller the impact it has.

Inverse Distance Squared—Same as Inverse Distance, but the impact decreases

more sharply over distance. Only the very closest features exert an influence.

Fixed Distance Band—Everything within a specified critical distance is included

in the analysis; everything outside the critical distance is excluded.

DEFINING THE NEIGHBOURHOOD
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CONCEPTUALIZATION OF SPATIAL RELATIONSHIPS

Your conceptualization of the spatial
relationship will depend on what you
are measuring. If you are measuring
clustering of a particular species of
tree in a forest, for example, inverse
distance is probably most appropriate.
However, if you are assessing the
geographic distribution of a region's
commuters, travel time or travel cost
might be better choices for describing
spatial relationships.
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Zone of Indifference—A combination of Inverse Distance and Fixed

Distance Band. Anything up to a critical distance has an impact on

your analysis. Once that critical distance is exceeded, the level of

impact quickly drops off.

Polygon Contiguity (First Order)—The neighbors of each feature are

only those with which the feature shares a boundary. Polygons that

share an edge (those with coincident boundaries) influence each other.

All other features have no influence.

Get Spatial Weights From File—Spatial relationships are defined in a

spatial weights file. Spatial weights are numbers that reflect the

distance, time, or other cost between each feature and every other

feature in the dataset. You can provide a pathname to an ASCII text

file that represents your conceptualization of spatial relationships

(travel time, travel costs, spatial interaction, or more abstract

relationships, such as familiarity).
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The units of the "Distance Band or Threshold Distance" parameter

are the units of the input feature class' coordinate system.

Any value entered for the "Distance Band or Threshold Distance"

parameter is not considered when "Inverse Distance", "Inverse

Distance Squared", "Polygon Contiguity" or "Get Spatial Weights

from File" are selected for the "Conceptualization of Spatial

Relationships" parameter.

Prof. Seema Jalan



LOCAL INDICES

Similarity of 
neighbouring values

High/Low values

Moran’s Ii Getis-Ord
Gi*

The i subscript indicates that a statistic is calculated for each feature

Answer WHERE there are areas with similar values; and where similar 
and dissimilar values are interspersed.
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Anselins Local MORAN’S I (1995)/ LISA

 Identifies clusters of features with values similar in magnitude.

 Calculates for each feature (point or polygon) an index value and
a Z-Score.

 The Local Moran's index can only be interpreted within the
context of the computed Z score
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Anselins Local MORAN’S I (1995)/ LISA

 A neighbourhood based on adjacency is more appropriate.

 Use either binary weighting or row standardized weighting 
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Anselins Local MORAN’S I (1995)/ LISA

 Compares each value in the pair (target and neighbour) to the mean value for all

the features in the study area

 Emphasizes how features differ from the values in the STUDY AREA AS A WHOLE
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Anselins Local MORAN’S I (1995)/ LISA

 A large +ve value of Moran’s Ii indicates that the feature is surrounded

by features with similar values

 Several adjacent features with high values of Ii define cluster of similar

values

 A -ve value of Moran’s Ii indicates that the feature is surrounded by

features with dissimilar values

 The statistic doesn’t indicate if the attribute values themselves are high

or low. Create a map by classifying the Ii values into ranges

 Attribute values themselves may be mapped to see whether the cluster

is comprised of high value or low value
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 The Z score represents the statistical significance of the index value.

It, in effect, indicates whether the apparent similarity (or dissimilarity) in

values between the feature and its neighbors is greater than one would

expect simply by chance.

 A high +ve Z-score suggests that the feature is adjacent to features of

similar values (high or low) Such a feature is part of a cluster.

 A high -ve Z-score indicates that the feature is adjacent to features of

dissimilar values (a high value relative to a neighborhood that has low

values or a low value relative to a neighborhood that has high values). Such

a feature is an outlier.

 Mapping the Z-scores shows which clusters are statistically significant

Anselins Local MORAN’S I (1995)/ LISA…..
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The ArcGIS Spatial Statistics Tool Box
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Anselin Local Moran’s I
Is SC 
population 
clustered at 
PC level in 
Dausa 
district? 
Where are 
the clusters 
and outliers 
located?
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Anselin Local Moran’s I
Compare the results with simple 

mapping of proportions

Morans Ii values

Z- Score values
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Anselin Local Moran’s I
Cluster and Outlier Analysis combines 

the Ii values and z-scores to map 
significant clusters of high and low 

values in one map 
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Anselin Local Moran’s I

Understand the output
1. Local Moran’s I 
2. Z-Score statistic
3. P value
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Hot Spot Analysis (Getis- Ord Gi*)
 Indicates the extent to which each feature is surrounded by similarly high 

or low values

 Identifies statistically significant hot spots and cold spots 

 Hot Spots refer to clusters of high values ..a feature with high value 
surrounded by other features with high values as well

 Cold spots refer to clusters of low values

 Calculates Getis Ord Gi* statistic (pronounced G-i-star) for each feature 
in the dataset

 Creates a new output feature class with a z-score and p-value for each 
feature in the input feature class
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Hot Spot Analysis (Getis- Ord Gi*)….how GIS does it??

 Works by looking at each feature within the context of neighbouring features.

 The local sum for a feature and its neighbours is compared proportionally to the sum 
of all features

 When the local sum is very different from the expected local sum, and the difference 
is too large to be the result of random chance, a statistically significant z-score 
results

 The recent version of the Gi* statistic combines the Gi* and the Z-Score in a single 
measure and returns a z-score for each feature in the dataset.
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Hot Spot Analysis (Getis- Ord Gi*)….Input Parameters

 Uses a neighbourhood based either on adjacent features or on a 
set distance

 When using a distance –based neighbourhood, the specified 
distance is based on knowledge of features and their behavior

 With a larger distance, there may be few large clusters, and 
with a smaller distance there may be more smaller clusters

 Distance can be defined as Euclidean distance, or travel time 
etc..
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Hot Spot Analysis (Getis- Ord Gi*)….understanding the output
The z-scores and p-values are measures of statistical significance which tell 
you 

 whether or not to reject the null hypothesis, feature by feature

 Whether observed spatial clustering of high and low values is more 
pronounced than one would expect in a random distribution of the same 
values

A high z-score and small p-value indicates spatial clustering of high values

A low negative z-score and small p-value indicates spatial clustering of low 
values

The higher (or lower ) the z-score, the more intense the clustering

A z-score near zero  indicates no apparent clustering – No concentration of 
high or low values surrounding the target feature. This occurs when the 
surrounding values are near the mean, or when the target feature is 
surrounded by a mix of high or low values
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Hot Spot Analysis (Getis- Ord Gi*)….REQUISITES

 Z-score is based on randomization null hypothesis computation
 Calculations based on either Euclidean / Manhattan distance 

require projected data to accurately measure distances
 Input field should contain a variety of values..i.e. some variation 

in the variable being analysed
 Input feature class should contain at least 30 features..if less 

results are not reliable
 Fixed distance band method for defining neighborhood is 

recommended
 Ensure all features should have at least one neighbor  and no 

feature should have all other features as neighbors (8 
neighbors  optimum)
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Hot Spot Analysis (Getis- Ord Gi*)….answers questions like

 Where is the disease outbreak concentrated
 Where should evacuation sites  be located
 Where do peak intensities occur
 Crime analysis
 Voting pattern analysis
 Retail analysis
 Traffic incident analysis
 Demographics…..
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Hot Spot Analysis – Gi *

Is ST population clustered at PC level in 
Dausa district? Where are the hot spots 
and cold spots located?
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Hot Spot Analysis – Gi *
Correlate the output

1. Z-Score statistic
2. Proportions
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Hot Spot Analysis – Gi *

Understanding the output
1. Z-Score statistic
2. P- Value

HOT  SPOTS
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Hot Spot Analysis – Gi *
COLD SPOTS
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Choropleth

Getis Ord G i

Local Moran’s I

Spatial Pattern of Total Literacy in Rajasthan
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