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1.1 REGRESSION ANALYSIS 

• The statistical method that helps to formulate 
an algebraic relation between two or more 
variables in the form of an equation to 
estimate the value of a continuous random 
variable, given the value of another variable. 

 



• Dependent Variable (response variable): the 
variable whose value is estimated using the 
algebraic equation. 

• Independent Variable (predictor variable): the 
variable whose value is used as the basis for 
the estimate. 

• Linear regression equation: it is used for 
expressing a dependent variable in terms of 
independent variable. 



 



1.2 Advantages of regression analysis: 



1.3 Types of regression models: 

1.3.1.Simple and multiple regression 
models: 
Simple regression model: If a regression model 
characterizes the relationship between a 
dependent  y and only one independent variable 
x, then such  a regression model is called a Simple 
regression model. 

Multiple regression model: If more than one 
independent variables are associated with a 
dependent variable, then such a regression model 
is called a multiple regression model. 



1.3.2 LINEAR AND NONLINEAR REGRESSION 
MODELS: 
LINEAR REGRESSION MODELS: If the value of a 
dependent variable y in a regression model tends to 
increase in direct proportion to an increase in the 
values of independent variables, then such a 
regression model is called a linear regression 
model. 
NONLINEAR REGRESSION MODELS: Nonlinear 
regression is a form of regression analysis in which 
data is fit to a model and then expressed as a 
mathematical function. Nonlinear regression relates 
two variables and must generate a line (typically a 
curve) as if every value of Y was a random variable. 



1.4 Assumptions for a simple linear 
regression model: 



1.5 Parameters of simple linear 
regression model: 

• The devise used for estimating the values of one 
variable from the value of the other consists of a 
line through the points drawn in such manner as 
to represent the average relationship between 
the two variables, such a line is called line of 
regression. 

• The two variables x and y which are correlated 
can be expressed in terms of each other in the 
form of straight line equations called regression 
equations. 

       Cont… 



• Such lines should be able to provide the best 
fit of sample data to the population data. 

• The algebric expression of regression lines is 
written as: 

• The regression equation of y on x: 

 Y= a + bx, is used for estimating the value 
of y for given values of x. 

• The regression equation of x on y: 

 x = c + dy, is used for estimating the value 
of x for given values of y. 

       Cont… 

 

 

 



Remarks: 

• When variables x and y are correlated perfectly (eitther 
positive or negative) these lines coincide, only with one 
line. 

• Higher the degree of correlation, nearer the two 
regression lines are to the each other. 

• Lesser the degree of correlation, more the two 
regression lines are away from each other. That is when 
r = 0, the two lines are at right angle to each other. 

• Two linear regression lines intersect each other at the 
point of the average values of variables x and y.   



 
1.5.1 Regression coefficient Method: 

 • Regression coefficients are estimates of the 
unknown population parameters  and describe 
the relationship between a predictor variable and 
the response. In linear regression, coefficients are 
the values that multiply the predictor values.  

• Suppose you have the following regression 
equation:  

y = 3X + 5.  
 In this equation, +3 is the coefficient, 
  X is the predictor, and  
 +5 is the constant. 
       Cont… 



• The sign of each coefficient indicates the direction of 
the relationship between a predictor variable and 
the response variable. 

• A positive sign indicates that as the predictor 
variable increases, the response variable also 
increases. 

• A negative sign indicates that as the predictor 
variable increases, the response variable decreases. 

• The coefficient value represents the mean change in 
the response given a one unit change in the 
predictor. 

•  For example, if a coefficient is +3, the mean 
response value increases by 3 for every one unit 
change in the predictor. 

 



1.5.2. Least Squares Method 
 • The “least squares" method is a form of 

mathematical regression analysis used to determine 
the line to best fit for a set of data, providing a visual 
demonstration of the relationship between the data 
points. Each point of data represents the relationship 
between a known independent variable and an 
unknown dependent variable. 

•  It creates a straight line that minimizes the sum of 
the squares of the errors that are generated by the 
results of the associated equations, such as the 
squared residuals resulting from differences in the 
observed value, and the value anticipated, based on 
that model. 

       cont…. 



• This least square method of regression analysis 
begins with a set of data points to be plotted on 
an x- and y-axis graph. An analyst using the least 
squares method will generate a line of best fit 
that explains the potential relationship between 
independent and dependent variables. 

• In regression analysis, dependent variables are 
illustrated on the vertical y-axis, while 
independent variables are illustrated on the 
horizontal x-axis. These designations will form the 
equation for the line of best fit, which is 
determined from the least squares method. 
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