LIGHT,
COLOR!

SHADING

INTRODUCTION
w to construct thre

In previous chapters, we have seen ho

?:lygom, We can now project and display perspective images of objects
imgaof depth. We have also learned how to remove hidden lines and surfaccs to give the
cang}:ess grez.ner degree of realism. The polygons from wh.ich t_he obJecfts are createfi
and d_ffllled in. Often, we will be able t0 draw polygons “.u.th different interior S[ylef'
gon slu ;trem styles may give the effect of different inten‘smes or shadgs for:the ;;o;i\):
Jects \{;aces' In this chapter we shall consider the ng of th 'l-d|111c(:i}:r;3nher
reali;m . Shall_leam how to automatically set the polygon interior st)hc?shol ia e e
llumip ° the.'mage. We shall develop 2 model for the manner ! 1; Og; "o fce
shoulq ?:)le objects, and use this model to determine. how bright e;AhCe n[:od)e e
e""~’nded€. W e shall also discuss how colors ar¢ Jescribed and how

1o colored objects.

e-dimensional objects out of
to get a feel-

DIFp

B USE ILLUMINATION lightin
US beg: . ider indirect €T

We v: 8In our discussion of illumination by COnSldfr»‘vnhgicinlee f

€ wil) .
assume that our object 1S illuminated by ligh
345
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11 directions. This is backgp, ;
. mes from a i g Ou i r
yrce but which Coﬂoor, and ceiling. We assume that this jj,y ihg}", h;&
soU " from walls, where. There will be no bright gp,, S unjg, 2
flecte® ™ mouﬂt eve . that there is a p. ts, a rh)"
is t ¢’ ored. We will assume : A5 Much ligh 0] 8 P
f?)nm ceive the same amount of diffuse light energy no . ing Mf
re

: be. . bsorbed by the surface, whj)
*ientation maY P, nergy will be 8 » Wile the pag, |
its 0 Now, s0n ‘of th'-;}:c rainO of the light reflected from the surface ¢, i :lt\vlll ‘
mitted. of reflection ot the reflectivity. A white Otal jpa

re¢ ;
reflected of I the coefficient o | Su .
coming light 1S called of the incoming radiation; hence its coefficieny of rerff]ace re%r
et

flects Of merm;:sb';::ﬂ’; :;l-}ace, on the other hand, absorbs most of the incoming l' on’
is close 0 LAl . is near zero. A gray surface would have a reflectiop coeff].h“‘y
hence its mﬂCCthl zen Most objects will reflect some colors of light better e 1cnentF
somewhserc msl::et[;vat w.c have an object which has a high coefficient of reﬂectri]o?]&fmr%
col()l{s.ht zﬁgo a low value for the other colors. If we illuminate the object wig, whi?r{,
lr:gdm l(gwhich has equal amounts of all colors), the.n the red portion of the light willbzf

bject while the other colors will be absorbed. The object wij lock |

reflected from the 0 _ : g ; )
red. In fact, this is the mechanism which gives objects their colors. If we are using z ‘
color graphics display which gives each pixel a red, green, and blue intensity valy, |;

we would have to specify three reflectivity values (one for each of the three colors) iy l\
!

‘s goINg
there 15 g will the

order to know the color and shading properties of the object. But to keep things sin-
ple, we will begin by considering gray-level displays, and a single reflection coeffi
cient number (R) will tell us what shade of gray our object is painted.

We said that the amount of light striking the object will not change with the o |
ject’s position because the light is coming uniformly from all directions, but will the in-
-lcnsity of the light reflected to our eye change with different orientations? The ans¥ *
is that the object will look equally bright no matter how it is positioned. This !
arises frgm the cancellation of two effects. The first effect is that more light is emineq
l[:;:;:pendxgular to the surface than parallel to it. The precise relation is called lﬂmb‘”’

+ and it states that the reflection of light from a perfectly diffusing surface V&' >

the cosj ) -
cosine of the angle between the normal to the surface and the direction of the

flected ray, (See Figure 10-1.)

Nomal

he
g fron”

FIGURE10-1 e
The direction of light B

7
surface normal.
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¢ the amount of light coming frop, , Point on the
Thu

1 sSu;

. of the angle as that surface is rotated away from rface woy)q

e Cog?fe ct arises from the fact that we dop'y geq Points by
ef1é

+ The compey,.
areas, pen
Our eyes, the numy

€r of light-emis:

rface is moved farther from the

read out over 5 larger area. The

x ed. (See Figure 10-3.)
mams\l:;‘ C::: iow give an expression for the brightness of a
b ciground light. If B is the intensity of the backgroun
futsleectziivity then the intensity of light coming from any visi
m ’

n object illuminated by dif-
d light and R is the object’s
ble surface will be

v = BR

(10.1)
he can create light or dark scenes and
user to set the values of B and R,. an
lf A a,l }oh\flsl:;.ects different shades of gray. But in this simple model, every pllan; '02:
pa_m!lar lobjcjct will be shaded equally. This is not, however, the way real o je
particu

es the light-producing

i as
le incre
an ang
ce at

Wﬂ‘ FIGURE 10-2
ff

Viewing the surfa
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ecreases with distance

The amount of hight d

——

FIGURE 10-3

t size of objects decreases :
The apparent § The canceling effects for changes of disag
ce.

with distance

look: and for a more realistic shading model, we must also include point sources of .

lumination.

POINT-SOURCE ILLUMINATION

Point sources are abstractions of real-world sources of light such as light bulbs, candks,
or the sun. The light originates at a particular place, it comes from a particular dire-
tion over a particular distance. For point sources, the position and orientation of the o>
ject’s surface relative to the light source will determine how much light the surface wil
receive and, in turn, how bright it will appear. Surfaces facing toward and positioned
near the light source will receive more light than those facing away from or far e
moved frpm‘thf: illumination. Let’s begin by considering the effects of orientation 3)‘
argumems'snmnlar to those we made earlier, we can see that as a face is tumed a“.a)
ErOm tbe light source, the surface area on which a fixed-sized beam of light fa-“slelgs
brgascs. This means that there is less light for each surface point. The surface ®
rightly illuminated. (See Figure 10-4.)
e d'The' illumination is decreased by a factor of cos 1. where I is the a1
¢ direction of the light and the direct; le lisca
Lo e direction normal to the plane. The ang
8le of incidence . (See Figure 10-5 ) 43
If we have a vector of ] ' - he light source 4" [
ength 1 called L pointing toward the 11§ vector @

vector of length | . o .
Product givesg called N in the direction normal to the surface, thef th

gle petweeh
lled 1

Suppose thay p am

o M
face of an object unt of |;

will be given by
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FIGURE 10-4
[ A surface facing the light source will receive more light than
| one at an angle.
v = BR + PR(L - N) (10.3)

The point-source term has the light from the point source, times the cosine of the angle
of incidence (giving us how much light illuminates each point on the surface), multi-

plied by the coefficient of reflection (giving us how much of this light is reemitted to
reach the viewer).

SPECULAR REFLECTION

Our model can be improved even more. Light can be reflected from an object in two
*ys: there is a diffuse reflection, which we have included above, and there is specular
eflection. The diffuse reflection depends only upon the angle of incidence, and the re-

Normal

Light

FIGURE 10-5
7 The angle of incidence.

b
ix
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be colored, since the coefﬁc}en:]of @ﬂect:lon is i
. -+ differently. It is the type of reflection which occy " pe
"“F'r‘r’;‘r“(C,ffo?:::fe(:gé:cxedylight in Plates 5 and 6.) Light s reﬂeqe;si:tn[: s
Zi:'cum; (not spread out over all directions in acgordgnFe with Lambery la“r, )y a si;. §
and many metals have a specular reﬂect.mfl which is independen, of coloy. ;;“pl o
are equally reflected. We shall a§sume this is the c'ase for our mode]. ' 06.152
For specular reflection, light comes in, strlkt?s the surface | and o, \ :
back off. The angle that the reﬂec{ed beam. makes with the surface Normg] iSnces '}Eh(
angle of reflection O, and is equal in magnitude to the angle of i“Cidence. (sgl;'-dx
10-6.) . . lgm.g !
The model for specular reflection which we shall present was \
[BLI77). According to this model, there are four factors which cq
reflection. They are the distribution of the surface facets, the direction of the ,
the absorption of the surface, and the blockage of light due to the surface ro, ;“ffac‘e,
The model assumes that the surface is not perfectly smooth, byt rather isg nessi .
tiny mirrorlike facets. Most of the facets will face about the same direction ag [?ade of
all surface, but some will be a little different and will reflect some of the light in
ent directions. How glossy an object is depends on how much
surface facets. A very glossy object has almost all facets aligne
in a sharp ray. An object with a broader distribution of facet dj
the light; reflections will blur and merge; the object’s surface
tion which describes the distribution of facets is given by

k 2
D= |-
[k +1—-(N- H):I —

The vector H is a unit vector in the direction halfway between the light and the eye.
The light from the specular reflection can be seen when the direction from the object
to the eye is the same direction as that o the reflected light. Another way to state thisis

to form a vector halfway between the direction of the incident light and the direction to
the eye. (See Figure 10-7.)

flected light can MVolveq

ar]

PTroposed by mit
: Y Bligp
ntnbU[e to SPCCL:l;:l: !

€ Ovep
of | diffeps
variation there js in th'c 1
d, a.nd light is reflecteq
rections will spreaq out
will appear flat, A func!

Reflection
Light

0/—%\[

FIGURE 10-6 /
Specular reflection.
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* Light

‘3
Halfway source

petween

ﬂ(;uui 10-7 (or halfway between the light source and the viewer’s eye.

Compare this vector to l'he surface nonnal..whi‘ch is halfway between the inci-
o and reflected rays. (See Figure 10-8.) If the directions match, then the eye can see
gﬂ affllected rays. Let’s first see how to compute the vector H. If L is a vector of length
ﬁnume direction out of the surface along the incident light ray, and E is a vector of

ngth 1 in the direction of the eye, then

L+ E

= |T_+—E| (10.5)

. willbe a vector of length 1 pointing halfway between them. Now we want to show that
" Equation 10.4 gives the desired behavior for light reflected from a surface of facets,
. most of which are aligned with the surface normal. If N is a vector of length 1 in the
direction of the surface normal, then the dot product N - H will give the cosine of the
agle between the halfway vector and the surface normal. When the angle between

|
i
;[ X*

Reflection H ?

NGupe
Ve RE 10.8

o de‘c .
tmij
N¢ When the eye can see the reflection.

M e

s
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ors is zero, the €Y¢ will see reflections from the facets wh, ¥
with the overall surface direction. Since this is the majority of the fac D e

is case. At ang i

to be largest for this €
N - H) will be clos

les near 0, the cosine will be near | [y | WE ¢y
n ¢
‘u;ﬂl() K

ill be clo e to 0, which causes the denominator |
t for this direction. But the denominator can never be e smaf
become larger than 1. Here k is a positive parameter whi poer f
o material. For k close 10 0, the material is glossy; Khhd“Cri B
a5y, as the ¢ [
ye

glossiness of th

away from the ang ion. the | = (N-H

quickly overwhelms k. ) 1erm Moves away fr,
H, at which poi
are looking along t
D will always be clos
we look. (See Figure 10-9.)

So for small k, we see that D will be small unle m 0
nt the expression approaches 1. We will only be able l(“s Nis 14
. = ) Sc * i y ./

flection. But for large k, the surface is um‘; light i
‘ orm ol

he angle of re
Il see some of the light no matter which g;
iregtin

eto |, sowe wi

Small k: Glossy

Large k: Flat

FIGURE 10-9
The effect of k.
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3
: . how much of i ‘
cond actor 1 l:iosurface ) l::_ﬁ |:ightcd surface is turned
¢ se€™ ses by a factor of the reci yes, the n o
Pomts increast ffuse case o e iprocal of the cosin umber of light-
]. for the diffus 1, is effect was canceled b ¢ of the angle [i.c
ection ¢ should retain 1L y Lambert’s law but.f.'
_ o » but for
s €1 pactor 18 that not all of the light is reflected; some of i
. y o 0 e
ransparent). This depends upon the an:;l ;s afbsorbcd (or
of view, The

U
; hi . .
¢ rht:d‘i ‘he objec! is t
'ue : 1 .
i gsion for the amount of light reflection for nonabsorbi
rbing materials i
s is

[ﬂlﬂsm. | exP
ticd ;
"T'.Ofby e Fresne! equano’
s]\c
—-c 2
F:: EE_,_———)—z l+[c(g+c)—l]2
20 +©) [c(g —¢) + 12 (10.6)
“‘hﬂe
¢c=E-H
(10.7)
the cosine of half the angle between the eye and the light, and g is given by
= (n® 2 _ 2
g=(n"+¢ 1) (10.8)
Here 1 18 the effectivé indC)f Qf refraction for the material. Transparent objects have an
index of refraction near 1, giving small F values; whereas metals have high value of n
which results in F near ], meaning that most of the light is reflected.

Finally, the roughness of the surface may block some of the light. (See Figure
0-10.) An expression for the amount of reflected light blocked by the surface rough-
ness i

_ G,=2(N-H)(N-E)/(E-H) (10.9)
The incident light can also be blocked by the surface roughness
G, = 2 (N-H) (N-L)/(E-H) (10.10)
The light blockage factor G which should be used 18
G = min[l, min(Gq+ G)) (10.11)
Putting these factors together gives the net proportion of the light available for specular
reflection.
DGF (10.12)
B
" E-N
A .
can now extend our shading function t include specular ° o (10.13)
v = BR + PR’ ) + pDOF/ N o
Int ¢ e' T and the OPF
hange W'

ffects of distance-
e distance

he square © v
however seems 10 &

F
b o S{')T“y. let’s include the €
i i"qu? should decrease as !
minated. Using this relation,

P
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s f;l://///:,”

Reflected light intercepted

~>

FIGURE 10-10 o
Incident light blocked The effects of surface roughness.

distance. Perhaps this is partly due to the fact that most light sources are much Iz "
than points. An object illuminated by a very large nearby light source would hardly
show any change in illumination with small changes in distance. In any case, we w.
some function which decreases with distance less rapidly than the square. And we may
also wish it to approach some finite limit for very small distances, so that we need not.

worry about division by zero for a badly positioned light source. We suggest the f
lowing function :

1
C+U

where C _is a positive constant and U s the distance from the light source to the obje
Our shading expression then becomes '

W= (10.14)

v = BR

, PIRL - N) + DGF/E - N)] ' ( 0.

C+v
We could generalize this to several point light sources if we wished. il
v = BR + 5 PIRL"N) + DGF/E - N)) o0
’ C+U, | i
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A - -
NL ) consid“ how 10 introduce automatic shading

— y ) into \
cans to turn the automatic shading our graphics systermn v
4 ()

on or off. The flug SHADY

et 1 a (I w
‘\'o\\ I; C[faﬂng (hc uscer {§) [ '
; ] ; hether or not nutomatic sh Ji
ﬁcur‘ - Bhading shiould
* m SET’SHAD[N(;(() -OFF
N-( ) User routine to indicate aute mati
€ )ymatic 'y'h’/”””}'

Algof“h . .
:\o,'glumcn‘ ON-OFF the users shading setting
i SHADE-FLAG a flag to indicate automatic shading

¢ shading fonnula§ wlpch we presented make usc of the dot product of v
b s f vectors
for the determination of cosines. We shall therefore often be nmma«}:gtpn
i7ing

oflcng‘hl . . ,
scalmg‘w lcng}h 1). It W‘lll be convenient to have a utility procedure 1o de
. The following routiné normalizes a vector by dividing by its Jength. The vccmr':

on’g'inal length is also returned.
UNITY (DX, DY, pZ, LENGTH) Utility routine to normalize a vector

10.2 Algorithm

and compute its length
Arguments DX, DY. DZ the vector to be normalized
LENGTH for return of the vector's original length

BEGIN
LENGTH —SQRT(DX T 2+ py 1 2+DZ1 2);
DX « DX/ LENGTH;
DY « DY/ LENGTH;
Dz« DZ/ LENGTH;
RETURN;
END;
. and angles between

' We must determine the shade of each polygon: using vectors e
it and the light sources and Viewpoin , nd ngles must be delg;?’;‘f;R
fore projection (which alters them). Y-FILE-

utine to include setting of the CURRENT—FILL-STYLE to the prope

ine

10.3 Algorithm DISPLAY-F ILE-
he display file

:Cnter an instruction into
rgument  OP opcode of .nstruction to b€ entere
Global DF-PF[)EN-X DF-PEN-Y DF-PEN-Z the curren pcqei?:;:ol;‘ag
Local PERSPECTIVE»FLAG perspccnw; vS. darallcl proJ

2 X i { is trans orme
BEGIN .Y, Z hold the point that 1

IFOP < | AND OP > —32 THEN PUT—POINT(OP- 0.0)

ELSE

BEGIN

X « DF-PEN-X;
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y « DF-PEN-Y;

7 DF-PEN-Z; Y 2): : :
o1 ANETRANSFORM(X. Y. 2); o
VIEWEL o THEN SHADE-CHECK(OP. X, Y, 2); 2

'FLA SRME
IF SHADE-FLAS === HEN PERSPECTIVE-TRANSFORM(X y

IF PERSPECTIV .
ELSE PARALLEL-TRANSFORM(X. Y, 2);

CLIP(OP. X, Y, 2): il
END: .

RETURN;
END;

We have called SHADE-CHECK in order to Calf:ulatc the app“fpr-ii:
polygons. The statements in SHADE-CHECK dctermme the polygon’s normal v
and its center. The routine then calls MAKE-SHADE to actually find the sh ding
tor. The SHADE-CHECK procedure is called for every vertex .of the polygon, but
calculate the shade only on the last vertex call. The first call will be for the pol
struction. This causes initializations of the variables and sets a counter for the ny;
of vertices. For each of the following vertices, we accumulate the average position

calculate the normal vector as we did for back-face removal. On the last vertex g
polygon, we complete the center pos

ition calculation by averaging the accumulz
vertex coordinates. We then use MAKE-SHADE to determine the appropriate inte;
style. Note that the method we use to find the normal vector for the polygon wil
reasonable results when the vertex coordinates are close to but not exactly 'pl'a’r'l"
can be useful in finding the shade of small curved surface patches as are d‘lslc,

Chapter 11.

10.4 Algorithm SHADE-CHECK(OP, X, Y, Z) Calculates the shade of
Determines the normal and center; then calls MAKE-SHADE
Arguments OP, X, Y, Z a display-file instruction 14
Global A-SHADE, B-SHADE, C-SHADE for accumulating the polygon normal
X-SHADE, Y-SHADE, Z-SHADE for accumulating the polygon center
X-PREV, Y-PREV, Z-PREV the previous vertex i
SIZE-SHADE the polygon size
SIDE-COUNT a counter of polygon sides seen

rlons

1?':' P
LA -

BEGIN
IF OP > 2 THEN
BEGIN
new polygon instruction
SIZE-SHADE « OP,
A-SHADE « 0;
B-SHADE « 0;
C-SHADE « 0;
X-SHADE « 0
Y-SHADE « 0;
Z-SHADE « 0;
X-PREV « X:
Y-PREV «Y;
Z-PREV « Z:
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S[DE—COUNT «0;
RETURN:

A-SHADE « A-SHADE + (Y-PREV - Y)
3-SHADE < B-SHADE + (Z-PREV — Z) + ()Z(’PREV +2):
c-SHADE — C-SHADE + (X-PREV — X (X-PREV + X):
x.SHADE < X-SHADE + X; ) * (Y-PREV + Y);
y-SHADE «— Y-SHADE + Y;
7.SHADE « Z-SHADE + Z:

X-PREV —X
Y-PREV < Y

7.PREV < Z:
OUNT < SIDE-COUNT + I;

SIDE-C
IF SIDE-COUNT = SIZE-SHADE THEN
BEGIN
all vertices seen, SO average center position

X-SHADE < X-SHADE / SIZE-SHADE;
Y-SHADE « Y-SHADE/ SIZE-SHADE;
Z-SHADE < Z-SHADE/ SIZE-SHADE:

now determine the shade

MAKE-SHADE;
SIZE-SHADE < 0;
END;
END;
RETURN;

END:
This routine obtains as

SHADE shading routine.

| vector and 2 center point. It also obtains the po-
of the object. The normal vector

The difference between the posi-
for the direction

Now let’s discuss the MAKE-
g-l(.)bal variables the polygon’s norma
sition of the light source and the surface properties

should be scaled to length 1 by the UNITY routine.
lion of the light source and the position of the polygon gives a vector
whether @ paral-

:Ol(he light. The calculation for the direction

b perspective projection is used. For a parallcl projection, we take the _pamllcl pro-

J:VC[lOn vector. For a perspective projection, the direction t0 the eye is the difference be-

een the center of projection and the average polygon position-

cul After normalizing the light- and eye-direction vectors, the e e

CO:te the vector midway between them. ' determined.

Veclt?)e of the angle of incidence is the dot product of the normal

resuhr. A negative result means that the light is behin the surface 2 o

shad; only from the background illumination e can plug all.the para o e o

groumg-formula to geta number CharaCLerizing t objcct‘s !)nghtncss have s

betw:g illumination B (named BKGRND in the algorithm) {s assume
h zero and 1, and the point SOUr® is give

p=1-~ B

e
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The result is then scaled by an overall brightness factor BRIGHT_ After do
the brightness of a polygon, the result is passed to the routine INTENSITY'

the appropriate polygon interior style.

10.5 Algorithm MAKE-SHADE Routine to calculate and set the shading style
polygon : ,
Global XL, YL, ZL the location of the light point source
PERSPECTIVE-FLAG the perspective vs. parallel projection flag
XC. YC, ZC the center of perspective projection I
VXP. VYP, VZP the direction of parallel projection
BKGRND the proportion of the light in background illuminatjop
REFL the reflectivity of the polygon g
K-GLOSS the polygon shininess
BRIGHT the overall illumination scale vector
X-SHADE, Y-SHADE, Z-SHADE the position of the polygon
A-SHADE, B-SHADE, C-SHADE the normal vector to the POlygoh"
NREF the index of refraction of the surface "
Local DXL, DYL, DZL the direction of the light source
U the distance to the lignt source
DXE, DYE, DZE the direction of the eye
DXH, DYH, DZH vector halfway between eye and light
COSNL the cosine of the angle of incidence
COSNH the cosine of angle between normal and halfway vectors
COSNE the cosine of the angle between normal and eye vectors
COSEH the cosine of the angle between eye and halfway vectors
G factor for self-shading due to surface roughness
GF, T intermediate values
F reflection factor from Fresnel’s equation
D facet distnbution of the surface
SHADE-SETTING resulting shading value
DUMMY a dummy variable

"

BEGIN
normalize the surface normal vector
UNITY(A-SHADE, B-SHADE, C-SHADE, DUMMY);
calculate other vectors
DXL « XL — X-SHADE;
DYL <YL - Y-SHADE;
DZL <« Z1L — Z-SHADE;
UNITY( DXL, DYL, DZL, U)
IF PERSPECTIVE-FLAG THEN
BEGIN
DXE « XC - X-SHADE;
DYE <« YC- - Y-SHADE;
DZE <« ZC - Z-SHADE;
END
ELSE
BEGIN
DXE « VXP;
DYE <« VYP;
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DZE < VZP, R.AND SHADING
END:
NITY(DXE: DYE. DZE, DUMMy),
D)‘H «DXE + DXL;
y « DYE + DYL;
DZH < DZE + DZL;
UNITY(DXH' QYH. DZH, DUMMY);
caleut " (h;cgsl_llr::ls)E DXE
SNE < A- ¥ + B-SH
;OCOSNE- < 0 THEN RETURN: ADE « Dyg + C-SHADE , DZE.
i back faceSHADE DXL |
NL < A- N + B-SHA
ﬁTOgOSNL < 0 THEN DE+DYL + C-SHADE , DZL:
BEGIN
does not face the light source
SHADE-SETTING « MIN(I, BRIGHT « BKG
sE’I‘-FILL-STYLE(INTENSITY(SHADE-SETT
RETURN;
END;
COSNH < A-SHADE * DXH + B-SHADE * DYH + C-SHADE « Dz},
COSEH < DXH = DXE + DYH * DYE + DZH « DZE: '
surface roughness
IF COSNE < COSNL THEN G « 2 * COSNE * COSNH / COSEH
ELSE G < 2 * COSNL * COSNH / COSEH;
IFG> I THENG « 1;
reflection factor
GF < SQRT(NRF * NRF + COSEH * COSEH - 1):
T« ((GF + COSEH) * COSEH — 1)/ ((GF - COSEH) * COSEH + 1);
F<T+«T+ I;
T« (GF — COSEH) / (GF + COSEH);
F—FxTx*T/2 ~
facet distribution
D « K-GLOSS / (K-GLOSS + I — COSNH):
D~D=*D:;
calculate the shading value
SHADE-SETTING « MIN(l, (BK
COSNL + G + F+ D/COSNE) /(I
SET-FILL-STYLE( INTENSITY(SHADE-

RETURN;
END;

RND « REFL)
ING));

]

GRND * REFL + (1- BKGRND) * (REFL *
+ U))* BRIGHT):
SETTING)):

: into settin isplay
The INTENSITY routine converts shading va][lijs: ca on the °F
ET0C Style. The actual implementation f this o

1L . intensity . en '

k\.lcc being used. In particular, the number o.f ;n for different imp ]en_is 0o 1. If the
rtlr Corresponding fill-style parameters can dif e; NSITY routine'
% of SHADE. SETTING values passed 10t 10 oh N, these ¥

ii l . . . 0
°“fe§y b:Cvlcc has possible intensity settings
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lNT(SHADE-SETTING *(N=1)+ 1)

tion which assumes that the intensity varies “"Carly‘ | ,
for some display devices, and in such cages, -
he nonlinear hardware may have 10 be ugeq. Thi,
cussed further in the section on gamma c'orrection.d If the Syslc}r]n has been 8
that fill style 1 is the darkest, style 2 1s hghtgr. an Aso on' up through syl N
above formula will give the correct style settings. An example of a case whe

1 1 . - re th |:4
tensities may not correspond simply t0 the interior style numbers is the case wh re ¢
put is done on a line printer and dif

ferent characters are used to get the differen'
sities. When the relation of style number (o intenlsity is complex, an array cap .
for the conversion. We store the fill-style codes in lh'e array. The code for the ' ,(,
style is saved in the first array cell, the next darkest in the second cell, and 59 gp |
that the code for the lightest style is in the Nth cell. Then we use the above f()
determine which cell to examine, and we retrieve from that cell the correct style <

ting. To actually make the change of style, we pu.t the ne'w style instruction into
le. An example of an INTENSITY routine which could be used with a Jin

This is a linear transforma
settings. This is not true
mulas which compensate for t

play fi
printer is given below.

10.6 Algorithm INTENSITY(SHADE-SETTING) Example of routinc to enter corteg

interior style for shading
Argument SHADE-SETTING the polygon’s shading value

Global SHADE-STYLES an array of 16 interior styles for shading
Local SHADE-INDEX index of the style setting for the shade
BEGIN

SHADE-INDEX « INT(15 « SHADE-SETTING + 1);
INTENSITY «— SHADE-STYLE[SHADE-INDEX]:
RETURN;

END:

We have used a number of parameters to characterize the light source and the
ject being illuminated. Of course, we must provide the means for the user 1 sel B8
values for these parameters. We shall therefore write routines for placing the useEs
specifications into global variables. Objects will be characterized by their reﬂectl\'l'
(REFL): their index of refraction (NFR), and their glossiness (K-GLOSS). The follo
Ing routine sets the object parameters.

10.7 Algorithm SET-OBJECT-SHADE(REFLECTIVITY, REFRACT ION,
GLOSS) User routine 1o set an object’s shading parameters
Arguments REFLECTIVITY object’s coefficient of reflection
REFRACTION the index of refraction

GLOSS the narrowness of the reflected rays

REFL, NRF. K-GLOSS global storage for the object’s parame‘“”

Global
BEGIN
REFL « REFLECTIVITY:

NRF « REFRACTION:
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W e
od. differe
ighting

ed In Chapter
nt. To do this.
y tim

v

oS 1SCUSS
_file segme
alter at an

ser can
a display-fi

. wheneVveT
“ysed i the shading ¢a

10.8 Algont
«aine for <aving the lig

purameters into the global v
z-c-‘;l}l’ also convert the light-source
Y.LIGHT routine carries Out th

0.9 Algorithm COPY-LIGHT R

Global XL1. YL
BRT the current brightness
BKG the current background illumination
XL.YLZL lighting pOSilion for the display-ﬁle segment
BRIGHT the brightness for the display-T1° segmer’
_ _ . . cgmem
BEGIN BKGRND the background jllumind jon for the display file s€E
BRIGHT « BRT:
BKGRND «— BKG:
;\L — XL1;

lculation. The

ithm SET—LIGHT(X. Y, Z,
hting parameters
location of the

ariables W
position
ese operalions.
outine 10 upd

1. ZL1 the curren

. L \DS DI M

J the object parame
ni Objolinll:;:'ri);o ?\C Char_lged at any time, so th:
parameters Someihen Qxffercm appmr:m'c;:5 ‘Q‘:i't as the
£ the viewing sch.?l dl.ffcreml}», The “ghnﬁ e wish,
& sihe ligh{ing ification, and like the otheg ffn'ange_
£ parameters should be fixed xhrr;le‘,;mg
dughout

we Shai ' /
l ha\c two sets Of p&rdmﬂ[ff
3. One set

e.and a b
Y m:ecqnd set which is given the curr

, en war's

gment is created. It is the second set ..Ihi'd s

sel wnich 18

following routine gets the user’s specif]
ser’s specifica-

BRIGHTNESS, BAC KGROUND) User

light source

_r;:;umems X.Y.Z the
BRIGHTNESS an overall-intensity scaling factor
B.ACK(fRO‘ZJFD \ne portion of the light which is indirc
E;Gbij\ K I, BRT. BKG storage for the user’s specification
XLl < X
YLl —Y:
| —Z:
BRT < BRIGHTNESS:
BKG — MAX(0. MIN(L BACKGROUND)):
RETURN:
END;
When a display-file segment 1 created. W€ shall copy the current lighung
hich will be used in the shading calculation. We
system The

(o the view plane coordinate

p.u’.:tme:.’rs

ate the current lighting

t light—soun:e position

-
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NSFORM(XL YL ZL):;

be called as part of the es‘abliShme
nt of 1

should
NEW-VIEW-3 routine ag folloy,
S

routin€
y-LIGHT modify the

VIEW-3 (Revision of algorithm 8.39) Create a ney, ,
€ra]|

viewing
BEGIN

MAK
MAKE-Z-CLIP-

NEW-VIEW-2:

COPY.LIGHT:

RETURN:
END:

E-VIEW-PLANE-TRANSFORMATION;
PLANES;

To complete our shading algorithm, we must include initializations fo é
c 'y

parameters which we have created.

10.11 Algorithm INITIALIZE-10 Initialization of the shading parameters

BEGIN
SIZE-SHADE < 0;

SET-LIGHT(0, 0, 1, 1, 0);
INITIALIZE-9;
SET-OBJECT-SHADE(!, 10, 10)

SET-SHADING(FALSE);
RETURN;
END;
valueSTtlvemlnﬁgtn;(:lx]rcebls initialized to location (0, 0, 1) with brightness 1. Brightness
ket or low ryeﬂe a'bc.)ut 1to 2, put may be larger to compensate for a distant
100, This paesmete Shect;:inty of an object. The background illumination 18 initial.izefi
rect illumination), Obj (IC Tange ‘bfftween 0 (no indirect lighting) and 1 (cotlly ind
- Ubjects are initialized as totally reflective but not very glossy.

SMOOTH SHADIN
G
APPROXIMATIONS OF SURFACE

SO ta.r we have ea w 4a cu
d 1 lf t

doughnut, bal]
? ] Can, cCu .
gons. (See Figure 10-] lp ) or airplane), we could approximate it with man

l'VCd Shape (3
y smal poly

edges. The eg
ges are
M ’ enhanc .
su‘rszh banding. When 4 unifgd by the properties of our eyes to producé & e 0
ace ap rm dark surface meets a uniform light S50 e
. hter

pears evep ¢
mak arker
e he edge stang out. (Seilc;:?gutrhelgdlg;» and the light surface even
. e 10-12.)
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ested by Henri Gouraud for varying the shade acrne i
surfaces so that the shade at a polygon’s cdgc matchgs that (_)f its ncim‘
10-13.) To do this, we need more information than just a single shade

gon Instead, we need a shade value at each vertex.
: on routin :
We could, for example, extend our polyg €s 10 enter an intensiy’

each vertex, along with the position. iy
display file. The rest of the work would b_"’ done by the polygon-filling N
use the same method that is used to determine depth values for every polygon oo
use in a Z buffer. Recall that our polygon-filling method moves down the el
scan line at a time, calculating the x edge values and setting the pixels be .
The new x values could be found by subtracting the inverse slope from
values. In a similar way we can arrive at a shade value for the edge at each
We start with s, at y;. and for each step down in y, we change the shade by ( %
(y2 — y1)- Now for each scan line we have bounding x values (x, 10 x,) and §

ing shade values (s, (0 Sp). 43

A method was SUgg

We modify our FILLIN algorithm to change pixel

sities smoothly between these limits. Al X,, shade s, is used. At x, + 1, the shade
[(so — Sa)/ (X, — X,)] is used. Atx, + n, the shade is s, + 1 [(sy — 5,) kg g

So shading changes linearly along edges and between edges, yielding a sy
more natural appearance. '

FIGURE 10-13
Gouraud shading
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HADy
. chade of each vertex in the G 3
Aifying the ”h'“!t:; shadin 'cn;x_ i the polygon royyip, | §
‘ “ . ‘ . 2 ¢ » ey » .‘. .
Sl",nc ¢ appr.oprl ‘ L 18 also Possible 1 perf cavey
df“'m".urfacc-* using Gouraud's interpolation scheme T} orm
" e shade of the surface at cach verex '|~|"u e

Tup 1o q)), lse

autom J

ate Shindls
" ' lcl(,]
M s 1o . g

J ;
| hé .14.
A0 e 10 14.)

(s 9 f
o rerm! . chade value formul; Aitomg
) Jeté g used. only the shade value at a vertex should b "lul..s that we 1, 6y l
g m ¢ int ¢ base Ve pre
Jmlf hat point and not the direction of the ved on th directioy,

NSPARENCY

‘ M.shading moc_iel h'fashno; const;dlqcc(lj I'ra?nspurcm objects. The surface of 5 transn:
fgclm  receive light from behind as well as from in front. Such oi"--dmpdmm
R coefficient T as well as values for reflectivity and specular ‘;J]LLI? h;n'/;- a
ficient may depend upon the thickness of the object rltf L'C.lmn, Ihe
rough only half of the light, then two layers will e ”']ml;)'r;]c Iulycr of
mission of light depends exponentially on the distan 1 0nlyone
| within the object. stance which the |

— -ad
=t (10.18)

fRA

: r‘jp_ug['“:'y COef
_ed glass lets th
- yer. The trans

L v
iy must trave

| ths expression, (d) is the distance the light must travel in the object. The coeffi-
x5 (1) and (a) are properties of the material. The (t) determines how much of the
Bl i wansmitted at the surface (instead of reflected), and (a) tells how quickly the
~zerial absorbs or attenuates the light. (See Figure 10-15.)
If we view a light source through a transparent object, the properties of the sur-
e (t) may be modeled in much the same way as for a reflecting surface. We are
nanly interested in how much light passes through the surface. This is the light W}?iCh
- snotreflected and is given by the Fresnel factor (1 — F). For most objects, the light

X enters and exits, and a factor is needed for both surfaces.
The transparency and absorption coefficients can depend
' kanly red light through, while others attenuate the red and blu
- P, If we are dealing with colored objects, we need three pairs of
Samtion coefficients. For very clear objects, We a0 neglect the alie
“ce or include it as an average value as part of (1)
A proper treatment of transparent objects shoul
mg‘)‘ direction when it crosses the boundary ?et;‘;
g ms effect is called refraction. The change m' ,
erals caled the index of refraction (m)- THe X

on color. Some objects
e, letting only green
{ransparer -y and
puation with dis-

|so consider ! !
X at:en two media. (See Figure

n
rection 15 related 103 gmlgc' y
Jation s called Snell’s law.

FIGURE 10-:;:)" of the tru¢ curve at each
irec

se the dir® jmation.
\ijcrlcx of the approxi™
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FIGURE 10-15 »
The absorption of ligh by an b
pends on the length of (e ’

within the object. |

sin 9| n,

sin 0, 0

. , 8

The light ray is bent both when it enters a transparent object and when it leaves. To coy

rectly show transparent objects, then, we have to retain back faces so that we ca‘n,_;'
culate the light path in and out of objects and also determine the length of the

within the object. This would be difficult to add to our system; however, there is alsim

ple extension which can yield transparency effects.

seen directly through the object, then the light coming through the object is just the
transparency coefficient times the light coming from objects behind it. Our painter'sa
gorithm overwrites objects in the back of the scene with the objects in the front. In ef
fect, the light from the back object is replaced by that from the front object. But we
can make the front object appear transparent if instead of blindly replacing old shadi g
values, we multiply them by the transparency coefficient and add them to the valugs
for the new surface. The shade actually displayed will correspond to light from the neW

object’s surface plus the light behind, which is transmitted through the object.

V=V o+ oty

8,

m

N ' FIGURE 10-16
Refraction.
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LIGHT, COLOR AND SHAD\NG

s total amount of light, (v ) is the amo
0L 1h°ﬁ0n 10.16, (1) is the transparency coe
. Equa

d the object, which may be determined

inverse function for INTENSITY so thay given the valye in the frame buffer,
sire an | rmine the original SHADE-SETTING of the background object for yse ip

¢ can dete ncy calculation. Transparent objects often have a Jow reflectivity, and the
mn;ﬂ?;;l (v,) comes from specular reflectiop_

te

This simple approximation does not always yield realistic ima
i

E€s, particularly
urved surfaces are being constructed. To improve it, we would like to incluge

- lransmission at the surface and alsq
ming from some background object,

g the eye. (See Figure 10-17.) If the

, bottles, and windows), then the dis-

Unt reflected from e Surface ag |

fficient, and (v,) is the light Coming

i from the frame buffer value. We wil
be 1

sing through a transparent object, and reachip
- passi
- (10.21)

- We have seen how to determine the effects of light coming directly from illumination

| Sources, byt in a realistic scene, every object can act as a light source. We Shou.ld Y
- dble 10 see the specular reflections of objects, not just. of lights. We look ‘: a pf:l;\:ipin_
10N an object ang ask what light is coming from that point and from }Nhe.re oes :j ectgl

" nate. We have seen how to find the light coming from diffuse illumination an ‘ ir Oi:’[
| M point sources. We can also follow a reflected ray back f_ron.\ P t?,(ti :e:ch a
and dey ermine the incident ray. If we move back along the incident }r]z_xy si,cond ot
" Poing P2 On some other surface, then we know that the light (I) from this

- Will be reflected at Pi- (See Figure 10-18.)

RE 10-17 T
\X i:gl:educlion in light from reflection

orentation.
. nds on the
sorption depe
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FIGURE 10-18
? Light reflected from another object,

This will add a term to Equation 10.16 for the contribution of p, of the form
IF'/(E - N) | i
C+U 102

where F' is calculated according to Equation 10.6 just as F, only c used in this calcula. |
tion is given by

¢c=E-N (10.23) |

The light (I) for the point p, should be calculated as if the eye is located at p,. For such
calculations, all surfaces must be considered, even back faces (because a back face |

may be visible in a reflection). The method is discussed further in the section on ray [
tracing. }

SHADOWS

The problem of shadows is very similar to the hidden-surface problem. A shadowed |
ob?'ect is one which is hidden from the light source. Shadow and hidden-surface calcu-
lations are often performed together for efficient computation. '

One approach to the shadow problem is to repeat the hidden-surface calculation |

using the ligh‘_ source'as the viewpoint. This second hidden-surface calculation divides |
the.polygons into shadowed and unshadow

ggggg: .Elxi . t:ef Polygon's shadow volume. We can construct this volume from t:e
an : _ .
Figure 10.19,) Tom the rays from the light which touch the polygon edges
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AGURE ‘1‘“9
M volume.

s polygon, but might be shaded by some othe
by ed against the other shadow volumes.
o For ;implicity. assume that all polygons are conv
beaking up any polygon into convex components. In p
composed into tnangles or trapezoids, which are always
for a convex polygon is a convex object, which means t
dipping techniques to _ﬁnd §hza_dowed areas, .P(.)m.ts
shadowed, and a point lies within the volume if it lies
gon plane and all the shadow planes. So shadowing ca
ible polygons to all possible shadow volumes. _ .

The shadow volumes may be included as part of the hldden'-surface processmg.
We include the surfaces of the shadow volumes along with the object surfaces. We in-
clude both front and back faces for shadow volumes, but tag t_hém as such. We sort all
polygons to determine their visibility. Shadow surfaces are l.nwsnble. and are not dra\;vn
but are counted. Where the number of front shadow faces in from of the visible poly-
gonexceeds the number of back shadow faces, the polygqn is in shadow. have two Z
We can use Z-buffer techniques to simplify the sorting. Supposg V(Vi‘ifn hadow
fs, one for determining the foremost visible surface z.md one fm:bfl:l:i ingChapIer 0
begin with the Z-buffer hidden-surface removal a_]gonthm desccl.r:]ateS of all visible
1 1his step, the visible surface Z buffer will contain the z cc;grr tlhe scene. We can
Pomts. The pext step is to determine the shadow vo]umf:Sh « the front and back
amine {he surfaces in these shadow volumes to find W.hlcIe ﬁlhe back-face pixels
iQCCS. For each shadow volume, we can enter the 2 Coo{dl:afor the pixels of the front
. e .

r’;cl:xe shadow Z buffer. We can also determine the iv?nl)lnl face of the shadow (which

2 0n the shadow volume. Now if the z value of the in the visible surface Z
¥e ju - (the z value 1n the .

MStcalculateq) s in front of the visible surface dow volume (the z value in the
1) and thjs in turn is in front of the back of the sha

. (See Figure
shag : ithin the shadow volume
102(()): buffer), then the visible surface lies within the

I polygon so they must still be

eX. (There are techniques for
articular, polygons can be de-
convex.) The shadow volume
hat we can use the generalized
within the shadow volume are
on the interior side of the poly-
n be done by ““clipping’” all vis-

buffe
We
Aft

1d we

) In the real wor :

el Shadows from point sources of light are sharp and har:frle disks; artificial light
om 'nd ligh i i The sun and moon

COmeg : BNt coming from points.

dges.
) have softer €
n 3 Variety of shapes. Shadows from these finite shapes

;

R
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aw volume

Back ac¢ of shad

Object’s front fae.

A2 _ from the visibje
: 5 : surface Z buffer

Y

: Front face of shadow volume

URE 10-20 .
::lf'\; 2 shadow Z baffer 10 find shaded objects.

Much of the current work on shadows is in modeling these finite light Soures
‘ Ve b

more realistic results.

RAY TRACING

There is a simple brute-force technique which can yield startlingly realisic comput. |
generated images. (See Plate 15.) Its basic form is easy to implement and requires link
of the machinery of the graphics system we have been constructing. It can hand |
curved surfaces as well as flat polygons. It includes perspective projection, hidden-s: |
face removal, reflections, shadows. and transparency. The technique is called ray mc |
ing. and the problem with it is that it is notoriously slow. The idea is to determin i
intensity for each pixel one at a time by following a ray back from the viewpain
lhf\wugh the pixel and into the object space. We can compute the intersection of tham
with all the surfaces. If none is encountered. then the pixel has the background shxe
If one or more surfaces are impacted by the ray, we find the one closest to the V"
point. Itis the one which will be seen (the rest are hidden by it). This. i effect. S
the hidden-surface problem for every pixel. (See Figure 10-21.)

FIGURE 02
Ray tracing,
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et We €an find the illumination of the surf.
0,16, We may, however, ag pany of this ¢ laCe Point b -
W7 < between the surface point ang ACulation, 1og for 0TS such

L"! S ‘
C

“c'; ed for the pixel. This solves the shaqqy, problem I
hadk ¢ routines that were used to find the surface bei :rz
& g

;'\!I'L“"”i 1 1 . .
‘,;Jdo“'s' only the staring point and directjop, of the ray a

" Ve must add to the intensity value for the

_ ) Surface poj
om other objects and, if the point belg € point the amount of lighy re.

: i NgS 10 a trang :
ted through it. The reflected light is €qual to the coefﬁ([:)iir:ln :)fo EIJ)CCI.] the ligh
ecular reflec.-

Incident ray. We fing the light alon

thod which we are describing. WE
k how 'much light comes 19 it along a
tersections with objects and find the

\

re differen (See Figure

«mit
pansmi ) .
on times the amount of light coming in along an
it 1 1
i incident 12y by recursively applying the me
nagine the surface point as the viewpoint and as
«ven direction. We examine this new ray for in

jizht fron’the closest. This may entail further recursive calls, until either the ray mak
ro intersections or the accumulated spectral reflection coefficients have reduyced [;::
light to where it is no longer significant. (See Figure 10-23.)

I objects are transparent, then we must also calculate and add in the transmitted
light. As with the reflection case, we calculate the refracted ray which would give rise
to the light along the ray we followed. We recursively apply our method to this ray to
determine the light coming along it. We multiply the amount of light by the transpar-
ency and attenuation factors and add it to the total. (See Figure 10-24.)

Most of the time spent in ray tracing is in finding the intersection of a ray with
the nearest surface. As the complexity of the image goes up, the number of surfaces
which must be checked against the ray also increases. There is. much interest and re-
search into ray-tracing techniques, both in modeling the properties of objects and light

ECL'RE 10-22
A3V trw -
! acing 1, find shadows.
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FIGURE 10-23

Ray tracing to find reflections.

sources to make them more realistic and in finding data structures and algoy
which make it more efficient. gont

HALFTONES

Ma‘ny display devices allow only two imaging states per pixel (on or off, black
\?lh.l[e). This i§ fine for line drawings, but when displaying surfaces, we w;mld of
like more variety than .just black or white. There would be little poi’nt to the shadi
(c:iiil;?t.lon(s:hwe have discussed if there were no way to produce gray images. We di
pa[[emSmU \apter 3 how our polygon-filling algorithm could be extended to displ

- Using such patterns allows us to give different polygons different app?

FIGURE 10-24
Repeated ray tracing,
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(NN
'1'“ A\ l‘\‘l b
N A Nti ‘, l
LA™

ith Wicious choice of patterns, this mechanig
wit : or realistic image . ne
O pading: But for 1e alistic images, as might be pener
© ol > ypul from & elevision camera or seanner, we nn.| ( b od
oY » z » 1 ) N ' D] ake f
o 'l.|c qble t© control the apparentantensity i finer ¢ 1ince fuethe
awt We have &8 a guide the work done by the pringy ctail than we did for e
R ) * ~ ] ’ 13 ‘ ]
) l'u\\)'-‘m\ u-]m»dllg‘cd in books and newspapers using unl\, !"h"\“)'- Ll
X s ter o . ) ' \ VWO sliates (i
@t chnigque called halftoring. A continuous tone imagg \lm“ s L
LT A ‘ . APe¢ s s ) .
Jn w l“lvrmlucc.s' a l\?.ll“l“rl) spaced pattern of small dots. The ¢ tm““ roghia
A s POV age intensity: SO where : “ OIS vary n size ac
\ (( . “the paper pre o S are smy
»'m}b“ ;cound color of the paper predominates. Where the image is dark Lol
a NIV > N P > . . v . as . ¢ "
S erge together 10 covel the paper with ink. (See Figure 10-25 )‘ the dots
F [ L -~ & ‘I) Y . . ‘ “ad,
sroduce halftones: Our first try might be to divide our binary pixel
y v half s ~ralle "y dry pixels
L g to the halftone ull.\.‘ and call each group a single yrnyl-lcvcl
ﬁmf&\\'t' could develop & et of dot patterns for the groups, making dot p l;t'l .
. . B ) . & ' ¢ aterns tor
AV - tensity values for the gray-level pix :
| cormes Ond FO in ’ : d or the gray level p|,\c]_ Evcry time we set a
xel to an intensity value, we would really be copying a binary dot patterr
! . . . - s TN
inary pixels which §: >, We ¢
ke group of bnmrj; pl\Id? 1 “"[!1 _ff)ml ll{dFO'r example, we could make each 2 X 2
QU oray-level pixel. 1S would give us five possible intensity settings.
P .o pattern for each setung. (See Figure 10-26.)
on would be half of the binary resolution of the device, but
ad of just two. (See Figure 10-27.)
but we can do better. We can produce
Il have as many gray levels. The reason
attern for many of the
e 2 x 2 halftone

an |

N AlSO provige pray
u.wmit
I eXten-

graphs

$ com‘spondin

p
e & .

P \.le\'fl p

o intensity values inste
we have outlined will work,

ffective resolution and sti
more than a single possible p

ity level of two active pixels for th
(See Figure 10-28.)

ould have f1v
The scheme
ith a better €
is can be done 1 that there exists

aensity levels. Consider the intens
xll. There are SiX possible patterns.

The idea is to select p
eumple, if we are looking at @ po

wew

images W

the structure of the image. For
he halftone cell, as in Fig-

atterns which closely match
lygon edge whi

ch crosses t

ge of a bird If flight-
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FIGURE 10-26
A grid of halftone cells.

ure 10-29, then for a dark polygon on a light background the pattery, With the 2 ¢
pixels shaded would be most appropriate. For a ]lg.hter polygon, Pethaps e 2hy
the two right pixels would be colored, bu-t the l.eft Plxels should remaj light .‘.v '
method which comes close to implementing this kind of halftoning iS an ond !
It is done by constructing a pattern of threshold values, called a dither .-
correspond to the individual pixels in the halftone cell. The Pattern can be rant:.
cover the screen so that every binary pixel has an associated threshold value. W,
determine the intensity value for every pixel (full resolution, not e
pixels). We compare the intensity of each pixel against its threshold value 1o dege
whether the pixel is turned on or off. |
This method also has the advantage of allowing intensity valyes 10 range ¢
any scale of values desired. An image could be constructed in which each
one of 256 possible intensity values. The image could be shown on a display usig
halftone screen with 5 gray levels, or one with 50 gray levels, or one with g
levels by just designing the corresponding cell of threshold values. For example, s
pose we display such pixels using the five-level 2 x 2 cell. A possible dither mam
shown in Figure 10-30. With this pattern, the lower right pixel would be tumed g |
were set to an intensity greater than SO. The upper left pixel would be turned on
it were set to an intensity greater than 200 . |
- Notice that we can alter the appearance of the image by changing the threshok

values. The intensity at the display need not correspond linearly to that of the sou
image. This is us

can be used to enhance the ima
nonlinearities in either the scan
fact sensitive to intensity ratio

ge. The thresholds also can be used to compe‘“af
ning, the display hardware, or our eyes. Ou'r e se'td
s rather than absolute intensities, so to achle-vehachan;'
gray levels which look equally spaced, we might select threshold values whic L
¢xponentially (1, 2, 4, 8, 16) or cu

Implementation of this halfto

in Chapter 3 for filling a polygon

un
ma)
FIGURE 10.27

Intensity settings for the halftone cej,
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WO active pixels.

m and set the frame buffer pixel t
? alfioming- /hen filling a polygon, we look up the threshold Vlar;ﬁ P;xel ele-
i1 with the intensity value for the polygon. The results 0: :r each
. the com-

and Com%a?; ldecidc where 10 s€t the pixel. A replacem |
1se . y ent algori
(his halftoning 15 as follows: gonithm for FIEELY
Algorithm HALFTONE-FILLIN(XI, X2, Y) Fills in scan line Y from X1 to X2

ning
X1, X2 end positions of the scan line to be filled

Arg Y the scan line to be filled
Global HALFI"ONE-CELL array of intensity thresholds
FRAME the wo-dimensional (binary) frame buffer array
FILLCHR the intensity of the polygon
Local X for stepping across the scan line
HX, HY for accessing the halftone cell
HALF-X, HALF-Y the X and y dimensi

ON, OFF the possi

ons of the halftone cell

Constants
ble pixel values

BEGIN
[FX1 = X2 THEN RETURN;

HX « MOD(X1, HALF-X) + 1;
HY « MOD(Y. HALF-Y) + l;
FORX = X1 TO X2 DO
« ON

BEGIN
IF FILLCHR = HALFTONE—CELL[HX. HY] THEN FRAME[X. Y]

ELSE FRAME([X, y] « OFF;
IFHX = HALF-X THEN HX < 1

ELSE HX « HX + LS
END;
RETURN;

END;
Note that the above halftoning scheme and t
ith gray Jevel an

A
ombined o allow filling polygons W1th &

apter 3 can bé

ling of Ch
. . sryle pattems (or

he patterm fil
d photograp cs

FIGURE 10-29 K M
Select pattems 10 atch the image * pe:

- |
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200 150

FIGURE 10-30 ‘5
100 30 A dither pattern for the 2

cell.

. ' he combined scheme we woy|

: ing) on a bilevel display. In t e : -~ ould Jog

Gou[;auc:hs;zd:l‘ﬁ)le from the halftone description and the Intensity vajye from
:::n olrepolygon for the given pixel. These would then be compareq ¢, determip, if he.
pixel should be set.

COLOR

Light is an electromagnetic wave and has wave properties. One of these
frequency (v). The frequency describes how many cycles of. the wave occ
ond. A related property is the wavelength (\), the distance in space between creg of|
the wave. They are related properties because light moves at a constant speed (¢ = 3y

10® meters/second in a vacuum). The speed must be the length of a cycle times how |
many cycles pass per second, so

Propertie
ur every e

of the possible values. We cans

ters and 7 X 107 meters. Each wavelength appears to us as a color from violet at 400 |
nanometers(nm) through the rainbow to red at 700 nm. The reason we can seF: these .
colors is that our eyes have three different color sensors which are sensitive to d}ffﬂénl
parts of the visible spectrum. They are called the blue, green, and red phoroptg"lf”"'f; ;,
and they give respective peak responses at blue, green, and yellow light, but also g¢ §

. igure |
lesser fesponses at other values so ag to cover the entire visible range. (See Fig
10-31.)

are not equally sensitjy

s onse (0 |
We e to all colors. Our eyes give the greatest resp
green. We are less sensitive tore

. ViOlC[
> d and blue light, and cannot see infrared f”h‘:lg;es ot |
light at a]]. Because of this, the luminosity or perceived brightness of the lig :

“ . . bnghl’
correspond dlrectly to the energy of the light. It takes less energy to increase the brié
ness of green 1 fumen (a unj

i ffe {

i i t the same € bov
achieved with two less : all three photopigments, bu

340 nm 10 excite he

green and re
from a blue-green lig

be
d photopigments. Thus blue-green can
ht or fl‘Om a

mixture of blue light and green light-
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Relative sensitivity ol the eye
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FIGURE,
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a]
lummouly response of the eye.
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We can easily mix colors to achieve relative responses from ¢ € phor.. NS
which will not correspond to any of the response patterng for sip °‘0P1&;»
(monochromatic) light. But such patterns can be separateq into a s w\;- , %
like the response from light with cqual amounts of al! Wavelengths and , ’Ci?.‘
which appears like a pure color or its complen3ent. Light with e ual amo,. "inde
wavelengths present looks white to us. 'I.'hus mixtures of lights Will ofe, amsk.;
same as some pure color mixed with white. The pure color determipeg the }f T he
red). while the amount of white light determines the tint (pink). The More Whl{e i‘" .\{‘
the less samurated is the color. The total amount of light determineg its shad lte&ﬁ
sity. A diagram was developed by the Commission Internationa)e L'Eclair, or |
which graphically portrays the eye's response to colors. (See Plate 16.) Ongfh __s.
gram, every point represents some color. The diagram is designed Such that 4 ] dia
on a line between two color points may be produced by mixing the light of th:
point colors. Three points will form a triangle of colors, and ajj colors Within"
triangle may be produced from mixtures of the vertex colors. The colors Withing
triangles are called the gamut of colors producible from the colors at the tn'ang]e‘- '
tices. (See Figure 10-33.) In the center of the diagram is a region COmSponding'
white. Along the tongue-shaped boundary are the pure colors =

of monochromaic
Across the base are the purples, which have no monochromatic representative. |

The color of light is determined by the relative responses of the three photopie-

X Y

X = =
X+Y+z T Xivsz ° X+Y+2Z

(10.29)

-
Itis the x, y values that are shown in the CIE diagram. Note that 5

”
z=1-x-y (10'-6

S0 we have only two independent color choices, and they may be shown in a N:j:t
mensional diagram. The CIE definition is arranged so that Y is the eye’s total p " ol
topic luminosity-function Curve, the eye’s total sensitivity to light, which is gre a,:c ves [
green. The Y value gives the luminance (brightness of the color). The hue which 8 g
the maximum luminance js green. 4 an over| '

Given a chromaticity value (hue and saturation) specified by x and y an
all luminosity Y, we can easily solve for the CIE XYZ coordinates.

X=x(Yly) and Z=z(YW) 1se 0f 8
; S ‘
The response of the €ye to light and color is not as straightforward as mznmolp;?ect may ’5
Physicist’s instruments. The perceived intensity of light coming f"”;‘]ough the 8
vary greatly with the amount of light from the surrounding area, even't appedr © shi
radiation is the same. The perceived dominant frequency or hue may

(10.27

-
:
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091

0

;IISURE 10-33
color gamut for a color monitor.

ed hue and saturation may also change with
diation levels. In the remainder of the dis-
s, giving rules for specifying the physi-

rception.

sli .
inl[get'ltsl;:yadehltg light is added. The perceiv
ussion ivef:}l:pmg out a!together for low ra
cil light and all largely ignore these difference

nd color rather than the psychophysical pe

COLOR MODELS

There

ar

els. T e‘;SdCVera] other ways t0 parameterize colored
ed-green-blue (RGB) model is often encount

e called color mod-

light. These ar
It cor

ered in computer graphics.
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blue intensity settings of a ¢cg|q )
responds to the red, green, and -
disg?ay. Color television has red, blue, and green phOSphor.s formip ;m
CIE diagram which includes most, but not _all, of tl.le possible ¢
pictured as rectangular coordinates with black a;

OlOrs . : e e

space may be the Gy

; - Oripj
sured on the x axis (R axis), green on the y axis (G axis), anq blue 5‘:, Req i
axis). The grays are on the diagonal line G = R, B = R. The farthe fmt,l: 2

the brighter the light. (See Figure 10-34.). o | Mt
A color display cannot increase its intensity indefinitely: j, has 5o 8
value. Furthermore, how bright that valug appears to the eye depeng; Upo? a
room light. It will appear much. brigh.ter in a darkened room thap j; will
light. Because of this absolute mtensny..value.s are not very usefu], 1, St
normalize the intensity scale so that full intensity corresponds tg g  of
set of realizable colors for the device is described by a unit cube.
The XYZ primary colors defined by the CIE are theoretica] ey,
really the visible red, green, and blue, but we can convert from gne e
to the other with a linear transformation. The transformation depends

meant by red, green, and blue. The CIE standard defines

tead,
alue of LTy

Ensions. d.
upon just ,f
Standard CIE spectral red (700 nm) X = 0.73467, y = 0.2653%
Standard CIE spectral green (546.1 nm) X =0.27367,y = 0.7171
Standard CIE spectral blue (435.8 nm) x = 0.16658,y = 0.00836

But for the standard television red, green, and blue we have 4

NTSC red x = 0.670,y = 0.330
NTSC green x =0.210,y = 0.710
NTSC blue x = 0.140,y = 0.080

And for modern graphics monitors we have

Monitor red X = 0.628,y = 0.346,z = 0.026
Monitor green x = 0.268,y = 0.588,z = 0.144
Monitor blue x = 0.150, y = 0.070, z = 0.780

blue

green

FIGURE 10-34
black — red The RGB color SpaCE.
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x and ¥ values are listed because we
can find
the

, only
1,~,u.1")‘ s aliie's
\ n, These values are not enough to tell us h z val
oW 10 co ues usin
nvert g

belWeen RGB

Aion 0.7 the colors but not thei i
Ly, we kno¥ eir relative strengths. If
“ 1 the other, we ar ik : - Just pi
h oget e unlikely to get white; We just pick three
) bul we want 1o w . h €c¢ COL
€ignt or scal
scale

hS
Jnd.dudd(Lm( X :
- ve chosen so that i
;manes o f we do select equal am

AT do come out with white. The amount to scal dOumS of the red, gree
b here are seV ‘ ale depends on ust w n,
e, and ! eral choices (the color of an eleitrigsl-ogju“ what we
of

and ;
anty M ihe color of th
m e color O the overcas
e g noonNs ast sky, and oth :
unlig™ 7 f a black b ers). Monitors
g 3lig“ed the color © ody heated to 6500 degrees Kelvins(;r)e %}lgn{ac(ow
qalues - 1his has CIE
x = 0.313, y = 0.329 "
whiChf r\uminancy of 1 give -28)
X, =095, Yu= 1.000, Z, = 1.086 (10.29)
et idering the monitor primari '
oif we We cons! primaries, we would h .
fctors 1+ D2 B such that ave to supply the scaling
X t Xg& + xb = Xt
yir + Yg8 + Y0 = Yo (10.30)
zT + Zg8 + b = Z.
Substituting the actual values gives
0.628r + 0.2688 + 0.150b = 0.950
0.346r + 0.588g + 0.070b = 1.000 (10.31)
0.026r + 0.144g + 0.780b = 1.089
ations for T, & and b. Doing SO gives
(10.32)

e this set of linear equ
b= 1.165

r = 0.758, g = 1.116,
the primary colors by these weighting factors tells US

We can solv

contributed by each of the R, G- B primary col-

ntof X comributed is

)(0.758)R (10.33)

sum of the contributions from the R,G.a
(10.34)

maticities of
y, Z primaries 15
d primary,

X, = (0.628

Multiplying the chro
how much of the X,
ors. For example, for the re

The total X amount iS the
of a color.

X =xtR + xggG + x,bB

—0.628) (0-758R * 0268 (111
0.476R + 0.299G 0.175B form th multiplicatio”
Similar statements may e made about Y @07~ ¢ C;:m PT e resul a transform&”
and combine the three equations into 4 trix exprersnsonit-or o XYZ oordinatés
tion for converting from the RGB coordinates e
——
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0476 0.262 0,07

~[R G B1|0299 0.656 0,16,
(XY Z)=I 0.175 0.082 0909

i an write
Finding the inverse matrix, we ¢

2750 -L118  (q35)

vl
-(XYZ)|- L1499 2026 |
[R*G"BA -0426  0.033

1.104 \ 1!3 1\“4

Hard-copy devices may use cyan, magenta]. andfyfl:]llqw as

han red, green, and blue. Thes; are the co ors- of the inks

rather than r. They begin with white and use the inks to apgq

the whllCe 'P‘;‘]pree ;nove's red, magenta absorbs green, and yellow re

makes it easy to convert from one color model to‘ the other. Ag

means full color and 0 means no color, and assuming that the cy
low colors are exact complements of red, green, and blue, then

- !‘ ’
the pﬁm*
Which are
b and ey
moveg the bj
an, magenty
SUMINg units wt

an, magenta, nd ye

C=1-R, M=1-g, and Y=1-38

or

C M Y]=11 1| 11 -[R G B]

We can also picture this relation, Start with the unit cube of all colors, with black ata

GB coordinate system. The R, G, and B axes

ners of the cube can be labeled with on

Printers often yge the four color
only the three inks Cyan, magenta, an
three should Produce an ink which abs

the inks may not absorb completely or
shade.

e of the primary colors. (See Figure 10-35.) ‘

$ Cyan, magenta, yellow, and black. Ip ‘theoh
d yellow (CMY) should be needed. Mlxmg_‘e
orbs all the light, yielding black; but in practic ‘

ol d he
mix well, so a fourth black ink is used to set! E

. ne as :’.
television specifies colors by the YIQ color model. The Y is the s k

Color i

_ ) the I |
the Y in the CIE Primaries and corresponds to the luminosity or bnghmessa I(t)lzoordi' .
component which js displayed op 2 black-and-white television. The I an

determine the 1 e and isas |

0 ! uration, T inates 8% |

faltles clermine the hy saturation. The transformation from RGB coordin 1
ows: .

2

0.60 021 0.30
QY- (RGB)|-028 -052 059

030 032 0.11

(10.38
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¢ magenta
green
Y
yellow
" red
" re
(RE 10-35

' ngGB-CMY color cube.

Hyman vision is muc.h more sensitive to intensity than it is to color. For this reason. we
jo ot need 10 provide as much color information as intensity information. We’can
nize the 1 and Q coordinates in bigger steps (fewer bits) and give fine detail (more
o the Y coordinate. This allows an overall reduction in the amount of information
wich must be sent to achieve a high-quality image. The YIQ model allows a more ef-
fent representation of a color image intended for a human observer.

Another color model is the hue, saturation (or chroma), and intensity(brightness)
mdel (HST). The hue o tone is the pure color of the light. It is the dominant color we
@ Sanrarion indicates how much white light is mixed with the color (the tint). Sat-
mion of 0 means no color; we see white or gray. The intensity tells how much total
gt here is (the shade). Hue, saturation, and intensity are often plotted in cylindrical
‘wdinates with hue the angle, saturation the radius, and intensity the axis. (See Fig-

e 10-36.)
The conversion between HSI and RGB models can be done in two steps To con-
he third axis is along G-=

\merom RGB to HSI we first rotate the coordinates so thatt The sec-

or;d : Rline, This gives a rectangular coordinate version Of.t he HSLSP"?]‘:;-]S“Y' The

(g ;[-ep 'sa change to cylindrical coordinates and proper scaling o he 1e I, is the in-
"inates of the rectangular HSI space will be labeled M,, My, I; where &

““‘i ; ure 10-37.)
Vand M, M, describe the hue-saturation planc. (See Figure
¢ transformation is

216

1/43
(M, M = IWs 112
1 211] [RGB] _1/\[8- 'l/\[i l/ﬁ
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A

\

FIGURE 10-36
HSI coordinates.

The conversion to cylindrical coordinates in HSI is
H = arctan(M, / M,)
S = (M? + M3
I =1, V3

Conversion from HSI to RGB takes the inverse steps

Ml =SsinH
M, =Scos H
L, =1n3
|
red

blue

green

ml

FIGURE 10-37 cp¥
Correspondence bet™
HSI coordinates-
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FIGURE 10-38
The cone of possible colors.

26 -1HN6 -1/1G
6
[RG Bl=[M M; 11| 0 1N2 -1 (10.42)
IN3  IN3 13 ]

When dealing with inks on paper. we sometimes use a color space with cylindrical
«ordinates where the angle is hue, brightness is along the axis, and the radius is how
nuch of the colored ink is on the paper. This gives a cone of colors. At the point is
back, along the axis is saturation O (grays), and along the surface of the cone is the
satwrated color. As you move up or down, the amount of black ink changes. Mov-

most
ing out or in adds or removes color from the portion of the paper not covered by black. =
The radial saturation measure is usually normalized so thatitis 1 on the cone's surface.
Avalue of 1 then specifies the maximum saturation achievable by the inks for the
given brightness. (See Figure 10-38.) . Value is
Sometimes hue, saturation, and value (HSV) are used to specify colors. va uelo]r5
the intensity of the maximum of the red, blue, and green components of :h‘zj ;c:x”-
Value has the same *‘feel” as brightness (as value decreascs, iy lozesapprmi-
butis easier to calculate. Also to make the calculation easier, the hEe[\cvaencn HSV and
Miled by the distance along the edge of a hexagon. The relation be
GB is given by the next two algorithms:
. lue
orts from red. green L
1013 Algorithm RGB-TO-HSV(R, G, B- H,$: V) o
:{alqu in the range 0 to 1 to hue, saturation, and value
Ue is expressed in degrees
inates
Arguments R, G, B the red, green. blu¢ COOrd'r:?OI‘l and value d blue
' H.S. V for return of the hue. e Jor is to red: green- A0 |
Local R1. G1, B, how relatively €105 ¢ 20 |
X intensity of the minimum anafy :
BEGIN !
He« 0; i
i
{
{
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Bl:'=(V— B)/(V-— X):
in which section of the hex
IFR = VTHEN
IFG = XTHENH<—5 + Bl
ELSEH <1 — }?1\11
ELSEIFG = VTH
IFB = X THEN H <RIl + 1
ELSEH < 3 — Bl

ELSE
IFR = XTHENH <3 + Gl

ELSEH « 5 = RI;
convert to degrees
He<H=+60
RETURN;

END;

gon does the color lie?

The algorithm first finds the value parameter, which is simply the intensity of the
dominant primary color. Next, it finds the minimum primary color. This can be mixed
with equal amounts of the other two colors to form white and is therefore a measure of
how much white is in the color. The expression V — X is the amount of the dominant
color left aftc?r part is used to make the white component of the color. The relative
strength of this net color becomes our normalized saturation measure. If the saturation

is 0 then there i j
0. The Rl,eg’lis 0 hue (we have a gray), so the algorithm returns with a default hue of

tant color thers iand lBl. variables are used to tell how much of the second most impor:
> Ielative to the dominant color, The IF statements then find the dom-

nant
color and move the hye away from it by this amount

10.14 Algorithm HSV

coordinates 1o red, greeTO-RGB(H’ S, V, R, G, B) Converts hue, saturation, value

, blue
Argument n

S H,S, v » Saturation, and valye
T return of the red
HI the hye in units of lto6

I integer
fmctioniﬁ:li lh: HI hue, indicates the dominant color
A an arry of the H] hue, used to determine second color
BEGIN Y that holds tp, " iy ich is
Son € three color values while deciding Whic
vert from de
l—~H/ 60: grees to hexagon section

» green, blue coordinates
which

r A}
Ind the dominam Color
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f‘[:p] engths 10 €0
> 4 THEN T
R ~AllL -
1> 4 THEN]

peAll N1 - 4ELSET 1+

[ - 4ELSEI <1+ 2

[ - 4ELSEI<1+2

of the hue determines the dominant color. Its in-
nd array cells. The fractional part describes the
her the third or sixth array cell, depend-
ing on which side of the dominant color it lies. The weakest color intensity is saved in
e fourth and fifth cells. Then the values are copied from the array to the R, G, B pa-
ameters according to which color was dominant (the original I).

Because of the simple way that HSV calculates hue, the colors are mapped onto
ahexagonal pyramid or hexcone instead of a circular cone. (See Figure 10-39.) A vari-
ation on the HSV model called the hue, lightness, and saturation model (HLS) is used
b)'_Tthrpnix. It deforms the hexcode by stretching the white point along the value
axis. This ferms two hexcones placed base to base, with black at one apex and white at

m the integer part
the first and seco
nt color. Its value is in eit

In this algorith
tyVis saved 1n

tensi ‘
cecond most importa

green yellow

oyan
red

magenta

black FIGURE 10-39
The HSV model hexcone of color.

T —
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ness of 0 and white a lightness of
S of |

is model. black has @ light i

aturated colo X s value of on!Y 0.5. The lightness is defineq ,. . ful
Q4 N ) . .

S i and minimum B values, Wthh is (V + X)/2in gy as ea\,y

oy = XNV F X) if the lightness i le Notay:. oF

es

age of the m T

algorithm 10.13. The saturd jon 1S
~ ' - X s greater than 0.5. .
and (V ~ xye2 -V X) for lightnes g (See Figue |
models are use

alig
reater than 0 g
HSI. HSV. and HLS color ful in lmplememmg programs wh 0-40 )1y
always €asy 10 tell which RGB values are neegre the “s:

ed to r

-t colors. It 1s not
del CO!TCSP()ndS to how an artist ”lixes colo get
Is: Selem' i

desired color. . )
i { the proper tint. and adding black to get the desireq N4

Jlow the user 10 specify a color using the HSVShade, It
he user might select a color from a“:;?del and
I1Spla

units for later modification Yed

. We might a
RGB for display- Ort

palette which would be converted to HSV

GAMMA CORRECTION

rmations are based on the fact that light behaves linearly, th
» that the ef.

simply the sum of the individual sources. Whie th;
oltages applied to a monitor to :r::lls y
uce

The above transfo
fect of light from tWO sources 18
true for light, it probably won't be true for the v

white

cyan
red

blue
magenta

FIGURE 10-40
The HLS model d

black

ouble hexcone

+ ol
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., the voltage at the monitor will probably not yield twice the light.
oubliné Ily a power relation.

D .
]igh(' is [yplca
(e ;hch !
- 1=kV (10.43)

is psually around 2. . .
the value (I) for an intensity we would like to display. We

n :
xp()ne we de[en‘ﬂlne . :
er voltage setting for the display hardware to give this in-

¢
T SuPP"s: cmine the prop

gill must ;:) (his. W€ will have to solve Equation 10.43 for (V).
ALY '

ensit [\
V= (—-) (10.44)

k
- called na correction. One fast way of performing gamma correction is to
This 18 © 2 table of the supported intensity values and corresponding display voltages.
cons correction then becomes a simple table lookup. For a color display, gamma
Gam™? pplied to each of the three primary colors. Some monitors provide
ection and thus appear to be linear de-

rection MUSt be a

'cmemal circuitry 10 perform the gamma co
|

yices-

COLOR TABLES

evices are capable of gene
f control over €ac

rating a large variety of colors. For example,
h of the red, green, and blue channels, then
756 intensity levels, and together 16,777,216 different colors
y specify all these colors we would need 24 bits per pixel in
Since we can usually get by with far fewer colors.this is not
lor table. A color table allows us to map be-

ween a color index in the frame buffer and a color specification. Suppose our frame
buffer had 8 bits per pixel. This would allow us only 256 colors; but what if we use the
frame buffer entry as an index to access a color table. Suppose the color table has 256-
entries, each entry containing a 24-bit color selection. Then we can show any 256 of

”;e 16,777,216 possible colors. And by changing the values in the color table, we can
change the available color selection to contain the 256 colors we most desire for the

turent scene. (See Figure 10-41.)
P0nionNso([,ef ::llat c;hanging a value in the col .
i the hargu ¢ dISP_laY (any part of the display which
echniques :1“‘3 which makes these changes, they usually occur very fast. Some clever
eHample Wea"e. been‘ devised which take advantage of this hardware feature. For
faw 3 c'om lm'ght‘gwe t-he screen a background color from color-table entry 1 and
alueastablz ex object using color-table entry 2. Now if table entry 2 has the same
e backgroy Zmry L, then the object will be visible: it will be indistinguishable from
Genly aPpearn - But {f we change table entry 2 to some other color, the object will sud-
Often fay fas;echangmg its color can make it visible or invisible, and this change is
Aging o lmr lha‘_‘ we can draw or erase the object. Drawing or erasing requires
Quire of pixel values in the frame buffer, while changing the color only re-

S Chanos; .
Anging a single color entry.

U <)
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referenced that entry). Because it
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FIGURE 10-41
256 X 24-bit color table A color table.

By sequencing through visibility changes, animation effects can be achieved

" Color tables have been used to give false color or pseudocolor to gray-scale
ages. They have also been used for gamma correction, lighting and shading, any
mode! transformations.

EXTENDING THE SHADING MODEL
TO COLOR

As we mentioned at the start of the chapter, objects have a color-

_ : dependent index ¢
flection which can be represented b

y three reflectivity values: one for red, one f¢

v, =BR, +3 JiR{L-N) + DGF/(E - N)]
) C+y,

j C+y,

%= BR, + 3 PRL - N) + DGF/(E - Ny
j C+
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READING

J THER blems of realistic i ,E
! (he pro image generation 1s given in [NEW77]

tion . : i .
nin”"duc ' | (hading just used the dlSt‘anC? from the viewpoint to determine bright-
' carly m ding 18 described in [PHO75], and an a]lefna-

A
sl  AD .
fie wyL(ﬂ_] . method for it Was given in [DUF79]. This model was improved in
i " . the one use'd in this text. The mpdel was further extended to include col-
A7 eflections in .COOSZ]. Extensions for light sources with intensity distri-
§pc . color are given 1n ( AR83]: Har@ware extensions to the frame buffer have
bu“onﬁ 3i56 410 allow fast scan conversion, hidden-surface removal, clipping, smooth
¢ adows: and transparency. The method, which is based on all pixels bein
‘hadlngé\;aluale [inear expression n parallel, is described In [FUC85]. The idea of img-
: by modifying the painter’s algorithm was presented in
pcy approximalions are discussed in [KAY79]. Gouraud
interpolation in [GOU71]. A comparison of shadow al-
RO77]. Shadows areé also discussed in [NIS856]. Hidden-sur-

[ATH78] to find polygons t ¢ in shadow. In
computing a Zbu urce
lculated for display; it is compared against
nt relative tO the light source 10 cause 2
jects. An extension of scan-line al-
generating shadows
gested in

odel for sha

hat are no

?:cr:techni es aré used in_
[WIL78] ghadows arc determined py ﬁrst ffer using the light 5O
45 he Vi int. Then as each point1s ca
ihat buffer 10 find out if anything lies in fro
i allows curved shadows on curved ob
. n in [BOU70]. The method of

. cJude shadows is gl
i in [BRO84]. Ray tracing Was first sug
. (WHI80]. An introduction

d Z buffer is de

(APP68]. Modeling of light and ray tracing areé discussed in [
-ven in [ROT82]- A sys-

cribed in

to ray tracing and its usé with construclive SO
tem for modeling, and display of three-dimension
i ] including transparency.

[HAL83]; the system USES an i ination mode
Ray tracing for shadows and re

Ray-tracing research includes met

sharp edges for shadows, motion blur, 2

HEC84], and [LEE85]- There is also research into 12y tracing

plygons. See [BLIS2]; (BOUSS], [KAJ83al, [KAJ83b), [TOTS5),

And there is interest in improving the speed of ray tracing. See [AMAS4], [GLAB84],

[HEC84), [PLU8S], and [WEGB84]. Ray tracing ¢ar reproduce the spec

of objects by objects, but does not model the interaction of diffuse radiation between

objects. This is considered in [GOR84] and [COH85]. Our system allows us to shade
niform color, but real objects ¢an have LeXtures and

rexture patterns

surfagcs composed of polygons of u
variations of surface color. One approach 10 thi . .
onto the surface. See [BL176] and [CATSO]. Another is 10 define @ three-dnmensxonal
ints [PEA85]. Texture patterns can
flectivity- This

tex i
ture pattern which can be accesse omn

nd translucency.
ing of objects other than

d for surface P 8
o the surface normal a5 well as the 1€
€ [BLI78] and [HARS{H. Rf:‘

Eznu:;‘vho provide perturbations !
View X SUrfaf;es a rough or wrinkled appearance: !
s of techniques to obtain continuous tone ima es from pilevel devices
ered dither is descri ed 1N R76].
m IS oriented al an

alftoning with an or
the halfton€ patte

[ALG83) and (KNO72). H
]. Sometimes

)
IUD7), (KLE70}, and [LIP7!

o AN
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